Power Operations Bulletin # 431
ERCOT has revised the Frequency Control Desk Procedure Manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html

2.1.3
Verbal Dispatch Instructions (VDI)

Procedure Purpose: Issue A VDI to QSE(s) to give a directive
	Protocol Ref. 
	
	
	
	

	
	
	
	
	

	Guide Ref. 
	
	
	
	

	
	
	
	
	

	NERC Std.
	COM-002-2
R2
	
	
	

	
	
	
	
	


	Approved by:
	Effective Date: August 3, 2009

	Version:
	4
	Revision
	4


	Step
	Action

	NOTE:
	VDIs should not re-iterate an instruction given via XML.  

	NOTE:
	Whenever a VDI is issued, instruct the QSE to repeat back the instructions. IF the QSE Hotline is used to issue a VDI, direct all hotline participants to remain on the line until a hotline participant of your choice correctly repeats back to you the directive. If the repeat back is not acceptable, restate the instructions and direct a repeat back again. Continue until an acceptable repeat back is received.

	1
	As time permits, complete the VDI form (See Desk Top Guide Section 7.4).
The following are required fields on all VDIs:

· VDI #
· EXAMPLE:  For the 4th VDI issued by the Frequency Control Desk on May 01, 2009 the number would appear as “F-050109-04”
· Operating Day

· ERCOT System Operator

· Receiving Entity

· Receiving Entity’s Operator

· Time & Date

· Instruction

· Reason for Instructions

· Intervals
· Repeated Instruction back
· ERCOT Operator’s signature

Blank fields are to have N/A entered.

	2
	LOG in the Operator’s Log the VDI information and information relevant to the decision for issuing the VDI.

	3
	Forward the VDI form to the Shift Supervisor, as time permits.



2.4.1 
Monitor SCE for each QSE
Procedure Purpose: To ensure that QSE’s Schedule Control Error is maintained within acceptable limits and the telemetry is working correctly. 
	Protocol Ref. 
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	Approved by:
	Effective Date: August 3,  2009

	Version:
	4
	Revision:
	4


	Step
	Action

	1
	Compare QSE’s SCE with the ERCOT calculated SCE.  If these two values differ significantly, and the cause is not already known, review SCE components with the QSE to determine the source of the disagreement.

Reference Displays:

Responsive, Regulation, and SCE – SCE Calculation

Responsive, Regulation, and SCE – SCE Calculation – Details

	2
	When the source of disagreement is established, decide which end (QSE or ERCOT) is most likely in error.  If the error is on the ERCOT end, call technical support if appropriate.  If the error is on the QSE end, instruct that the QSE take corrective action and/or develop a plan to mitigate the problem.

Reference Displays:

Responsive, Regulation, and SCE – SCE Calculation

Responsive, Regulation, and SCE – SCE Calculation – Details

	3
	If SCE for a QSE departs significantly from 0 for an unknown reason, or if a SCE violation is causing a reliability problem, call the QSE involved and determine the reason for the deviation.

	4
	If a wind only QSE SCE deviates significantly from 0 call the QSE and instruct them to update their resource plan and base power schedules.  The resource plans and base power schedules should be updated together and stay matched.  Since base power changes are not allowed during the operating hour the SCE can not be corrected immediately.

	5
	If the QSE is unable to correct the problem, notify the Shift Supervisor.

	6
	LOG in the Operator’s Log the event, including the QSE name, the name of the person communicated with, the date and time of the conversation, magnitude, length, reason for the deviation and any other pertinent information.



2.4.2 
Loss of Unit/Resource Plan Update
Procedure Purpose: To ensure a QSE’s Resource Plan is updated after the loss of a generating unit. 
	Protocol Ref. 
	
	
	
	

	
	
	
	
	

	Guide Ref. 
	
	
	
	

	
	
	
	
	

	NERC Std.
	IRO-005-1
R1.1
	TOP-002-2

R3
	
	

	
	
	
	
	


	Approved by:
	Effective Date: August 3, 2009

	Version:
	4
	Revision:
	4


	Step
	Action

	NOTE:
	After the loss of a resource, a QSE has the ability to update their resource plan.  If the resource plan is updated after the Operating Period Desk Operator has run the Hour Ahead study, real time balancing results could be incorrect.

	1
	When a QSE has the loss of any resource greater than 200 MW, contact that QSE and request what interval ending is the first interval they were able to update their resource plan.

(Resource Plans can be updated for interval ending, every 15 minutes)

	2
	Supply the Operating Period Desk Operator with:

· Name of the QSE

· Resource name

· MW amount of change

· First interval ending that was updated



2.5.3
Actions When Frequency Telemetry is Incorrect
Procedure Purpose: To prevent the unnecessary deployment of Responsive Reserve due to incorrect telemetry frequency data.
	Protocol Ref. 
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	Step
	Action

	1
	IF frequency is BELIEVED to be incorrect VERIFY that the frequency is correct by comparing the data from multiple sources.

· Go to the “Generation Area Status” display, and click on the “i” to the left of “Current Frequency” to view “OPA Measurement” window.

	2
	In “OPA Measurement” window, under “Status” column, check “Prime” on a valid frequency source.

	3
	LOG in the Operator’s Log any relevant information on this event.

	NOTE:
	· The ability to view an adequate Frequency source during a site-failover, Database load or if AGC is temporarily unavailable may be limited.  To view the system Frequency during these conditions you may view the following sources.

· ERCOT Control Room digital wall frequency displays

· PI ProcessBook → ERCOT → TrueTime Frequency



	4
	If frequency is below 59.91 Hz and  continues to decay, implement the following action as necessary:
· ISSUE a Fleet VDI to the QSE(s) showing the highest amount of spinning reserves available to recover frequency.

· When issuing the VDI, the operator should instruct enough generation to restore frequency.

	5
	When Regulation Service is available, back in service and the frequency is normal, release the Fleet VDI.



2.5.6
 Response to Frequency Decay 
Procedure Purpose: Response to severe frequency decay, up to and including, using EEA 2A and the deployment of LaaR.
	Protocol Ref. 
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	Step
	Action

	NOTE:
	UFRs will deploy as follows:

Hydro RRS - 59.90 Hz

RRS LaaR – 59.7 Hz

	1
	If Regulation Service is depleted, AND frequency is below 59.97 Hz and  continues to decay, implement the following actions as necessary:
· Ensure any remaining Balancing Energy is deployed.

· ISSUE a Fleet VDI to the QSE(s) showing the highest amount of spinning reserves available.

· When issuing the VDI, the operator should instruct enough generation to restore frequency and recall approximately 50% of Regulation Up Service.

	2
	VERIFY that the Balancing Offset is set to an approximate value that will restore Regulation Service.

	3
	IF frequency continues to decay, ENSURE 33% of the TOTAL Responsive Reserve Service is deployed (approximately 760 MW).

	NOTE:
	On depletion of the first 33% of TOTAL Responsive Reserve, ERCOT shall declare an EEA in effect (Protocols Section 6.7.3).

	4
	IF Step 3 of this procedure does not arrest the frequency decay AND frequency reaches 59.85, IMPLEMENT EEA 2A and deploy ALL LaaR bid to supply Responsive Reserve.

	5
	Follow EEA Procedures as required per section 2.6.6.

	NOTE:
	Verify all RRS from resources is recalled prior to restoring LaaRs providing RRS.

	NOTE:
	The ability to view an adequate Frequency source during a site-failover, Database load or if AGC is temporarily unavailable may be limited.  To view the system Frequency during these conditions you may monitor the following sources.

· ERCOT Control Room digital wall frequency displays

· PI ProcessBook → ERCOT → TrueTime Frequency
Refer to procedure 2.5.3 for Actions When Frequency Telemetry is Incorrect.



2.6.6
 Provide Advance Notice of Diminishing Responsive Reserve 
Procedure Purpose: Guidelines for issuing advance notice of diminishing Responsive Reserves
	Protocol Ref. 
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	NERC Std.
	BAL-002-0

R2.4
	EOP-001-0

R3.1
	EOP-002-2
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	IRO-005-1
R1.4, R1.5, R4
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	Step
	Action

	NOTE:
	Adjusted Responsive Reserve (ARR)

Reference Display: 

EMS, Generation Area Status, ADJ_RESPONS

	1
	Using the Hotline to issue the Advisory, notify QSEs when Adjusted Responsive Reserve is equal to or less than 3000 MW.

· When QSEs have answered the Hotline, print Hotline log.

Typical script: 

“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  ERCOT is issuing an Advisory to provide notice that Adjusted Responsive Reserve has fallen below 3000 MW.  Please keep your Resource Plan updated and notify ERCOT of any changes that will prevent you from meeting your Responsive Reserve obligation.  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.  

	2
	Ensure printed Hotline log has date, time, and reason for call information.  Forward to Shift Supervisor, as time permits.

	3
	Instruct the Transmission & Security Desk Operator to notify the TOs that an Advisory has been issued.

	4
	Ensure the following is posted on the ENS and MIS:

· Advisory issued for ARR below 3000 MW.

	5
	When adjusted Responsive Reserve falls below 2500 MW:

Using the Hotline, notify QSEs:
· When QSEs have answered the Hotline, print Hotline log.
Typical script: 

“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  ERCOT is issuing a Watch to provide notice that Adjusted Responsive Reserve has fallen below 2500 MW.  
· Please keep your Resource Plan updated and notify ERCOT of any changes that will prevent you from meeting your Responsive Reserve obligation.
· ERCOT ISO is reminding you, that you can schedule available interchange into ERCOT across the DC-Ties. 

·  Suspend all ERCOT required generation unit testing. [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.  

	6
	Ensure the Operating Period Operator has deployed Non-Spin for ARR below 2500 MW.

	7
	If additional generation is needed, OOME to full output as many “Quick Start” GTs as necessary that are bid into the Balancing Market and show “On” and “Plan MW” = 0. 
If issuing an OOME instruction on quick-start CTs that are showing “On” and “Plan MW” = 0.  Follow up with a Settlements only VDI stating OOME for Quick-start” on the VDI form.

	8
	Instruct the Transmission & Security Desk Operator to notify the TOs that a Watch has been issued.

	9
	Ensure the following is posted on the ENS and MIS:

· Watch issued for ARR below 2500 MW.



2.6.8
Implement EEA 
Procedure Purpose: To implement an Energy Emergency Alert(s) for the appropriate system conditions. 
	Protocol Ref. 
	5.6.7
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	IRO-005-1
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	Step
	Action

	NOTE:
	Frequency Control Desk will implement applicable levels of the EEA. 

EEA in this procedure is to be implemented in concert with the Transmission & Security Desk EEA procedures.

Public media appeals may be enacted prior to EEA as deemed necessary by the Shift Supervisor. When a media appeal for voluntary energy conservation is enacted QSE’s should be notified via Hotline call.
For the purpose of this procedure, Physical Responsive Capability PRC plus Responsive Reserve Service (RRS) provided from LaaR as defined and used in the ERCOT Operating Guides Section 1.6 and 4.5.3.3 shall be referred to as Adjusted Responsive Reserves.

	NOTE:
	Whenever the QSE or TO hotline is used to issue an Emergency Notice that any level of EEA is being implemented, direct all hotline participants to remain on the line until a hotline participant of your choice correctly repeats back to you the directive. If the repeat back is not acceptable, restate the directive and direct them to repeat back again. Continue until an acceptable repeat back is received.

	NOTE:
	IF frequency falls below 59.8 Hz, ERCOT CAN immediately implement EEA 3.

IF frequency falls below 59.5 Hz, ERCOT SHALL immediately implement EEA 3

	1a
	Implement EEA 1 IF:
· Adjusted Responsive Reserves fall below 2300 MW, OR
· ERCOT has deployed over 760 MW of Responsive Reserve Service (RRS) supplied from generation resources in response to low frequency due to a capacity insufficiency.

 Reference Display: 

Generation Area Status, Generation Reserve Status, Available Details,     ERCOT ON UNIT ERCOT Load Acting As Resource (LaaR)

	1b
	Using the hotline, notify QSEs to implement EEA 1.

· When QSEs have answered the Hotline, print Hotline log.

Typical script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  ERCOT is implementing EEA 1, QSEs are to do the following:

·  Report when online available capacity is at risk due to adverse circumstance.  

· Immediately and continually update Resource Plans to reflect all resource delays and limitations should they occur.

· Notify ERCOT of all available uncommitted units within the expected time frame of the emergency. 
· QSE’s are not to take units off-line while ERCOT is in emergency operations unless it is due to a forced outage.
· Suspend testing on all resources.

· QSEs are to report back to the ERCOT System Operator on the progress and/or completion of the aforementioned items.
· ERCOT ISO is reminding you, that you can schedule available interchange into ERCOT across the DC-Ties.  
[QSE] please repeat this directive back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	1c
	Ensure printed Hotline log has date, time, and reason for call information.  Forward to Shift Supervisor, as time permits.

	1d
	Ensure the following is posted on the ENS and MIS:

· Implemented EEA 1 

	1e
	VERIFY and log the following as appropriate:

· Available Non-Spin has been deployed

· Available uncommitted units have been dispatched and loaded as necessary

· Testing has been suspended on all resources

	2a
	In addition to measures associated with EEA 1
Implement EEA 2A IF: 

· EEA 1 fails to maintain Adjusted Responsive Reserves equal to or greater than 1750 MW.

Reference Display: 

Generation Area Status, Generation Reserve Status, Available Details, ERCOT ON UNIT ERCOT Load Acting As Resource (LaaR)

	2b
	Using the hotline, notify QSEs to implement EEA 2A.

· When QSEs have answered the Hotline, print Hotline log.

Typical script: 

“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  ERCOT is implementing EEA 2A; ERCOT is issuing Verbal Dispatch Instruction F-(mmddyy-#) to QSEs to deploy all LaaRs bid to supply Responsive Reserves Service within ten (10) minutes. Also:
· QSEs are not to take units off-line while ERCOT is in emergency operations unless it is due to a forced outage.

· QSEs are required to report back to the ERCOT System Operator when this task has been completed.  
[QSE] please repeat this directive back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	2c
	Instruct the Transmission & Security Desk Operator to inform the TOs via the Hotline that LaaR have been deployed.

	2d
	Ensure printed Hotline log has date, time, and reason for call information. Forward to Shift Supervisor, as time permits.

	2e
	Ensure the following is posted on the ENS and MIS:

· Implemented EEA 2A 

	2f
	VERIFY and log the following as appropriate:
· Available Non-Spin has been deployed 

· Available uncommitted units have been dispatched and loaded as necessary

· Testing has been suspended on all resources.

· LaaRs have been deployed.


	NOTE:
	Unless a media appeal is already in effect, one is required in this level.  Ask the Shift Supervisor about the issuance of the media appeal for voluntary energy conservation

	3a
	In addition to measures associated with EEA 1 & 2A;

imPLEMENT eEA 2B IF:
EILS has been procured AND any of the following occur:

· Frequency drops below 60.00 Hz, OR 
· Frequency begins to trend down with no indication for recovery, OR

· Adjusted Responsive Reserves continue to trend down, OR

· Adjusted Responsive Reserves are no longer available

· Based on a combination of system conditions, the operator believes that an EILS deployment is necessary to maintain frequency at 60.00 Hz.

If no EILS exist, skip EEA 2B and proceed to EEA 3 if needed.

	3b
	Using the hotline, notify QSEs to implement EEA 2B.

· When QSEs have answered the Hotline, print the Hotline log.
Typical script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  ERCOT is implementing EEA 2B. ERCOT is issuing Verbal Dispatch Instruction F-(mmddyy-#) to all QSE’s to deploy contracted EILS Resources in the current time period until further notice. [QSE] please repeat this directive back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	3c
	Instruct the Transmission & Security Desk Operator to inform the TOs via the Hotline that EILS Resources have been deployed.

	NOTE:
	EILS Resources have 10 minutes to comply with this instruction.    

If conditions develop that require implementing EEA 3, ERCOT may at its discretion shed firm load prior to the expiration of the 10 min. period.  

When a deployment of EILS is implemented and the event is still in effect when one Time Period ends and the other begins, deployed EILS Resources will remain deployed until, at ERCOT’s discretion, they are recalled via a Hotline call to QSEs.  

ERCOT System Operators will make reasonable efforts to recall EILS Resources that are no longer obligated due to the expiration of a Time Period.

	3d
	Ensure printed Hotline log has date, time, and reason for call information.  Forward to Shift Supervisor, as time permits.

	3e
	Ensure the following is posted on the ENS and MIS:

· Implemented EEA 2B

	4a
	In addition to measures associated with EEA 1, 2A, & 2B;

Implement EEA 3 IF:
· Frequency drops below 59.80 Hz, OR
· Frequency begins to trend down with no indication for recovery, OR

· Adjusted Responsive Reserves continue to trend down, OR

· Adjusted Responsive Reserves are no longer available.

	4b
	Using the hotline, notify QSEs to implement EEA 3.

· When QSEs have answered the Hotline, print the Hotline log.

Typical script:
“This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  ERCOT is implementing EEA 3. Transmission Operators have been instructed to shed <MW Amount> of firm load.  QSEs confirm that their generation resources are at maximum output. 

[QSE] please repeat this directive back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	4c
	Ensure printed Hotline log has date, time, and reason for call information and forward to Shift Supervisor, as time permits.

	4d
	Ensure the following is posted on the ENS and MIS:

· Implemented EEA 3

	4e
	VERIFY the following:

· All Generation Resources are at full capacity

· Available Non-Spin has been deployed
· Uncommitted QSE’s available units have been dispatched to full load

· All resource testing has been suspended

· All LaaRs have been deployed by QSEs with RRS Obligations

· All EILS Loads have been deployed by QSEs with EILS Obligations



2.6.10
 Loss of Primary Control Center Functionality
Procedure Purpose: This procedure is to be performed by the Operator at the Back-up Control Center (BCC) in the event that:

· Functionality of the Primary Control Center (PCC) is lost OR
· Communication with the PCC is lost OR
· As directed by the Shift Supervisor.  
	Protocol Ref. 
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	Step
	Action

	Contact Security
	IF:

· You are unable to reach any Operators at the PCC (cell phone or Emergency Power Fail (EPF) phones),

THEN:

· Check the Control Room video camera to determine the status of the PCC and personnel.

· Contact Security at the BCC

· Notify them of the situation AND
· Have them attempt to make contact with Security at TCC.

· Have them contact you with information acquired.

	Notify Market Participants
	Place the following Hotline calls to the QSE’s and TO’s:

Hotline call to QSEs:

* * * WARNING * * *

When placing a QSE on constant frequency control, place ERCOT AGC in Monitor mode.

Typical Script:  “This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]; ERCOT is declaring an emergency and is transferring operations to the backup control center.  Until further notice, direct all urgent phone calls to (512) 225-7100.  [Select QSE], go on constant frequency.  All remaining QSEs follow your base power schedules and hold interval ending [last good interval]. Day-Ahead Market functions may be delayed” [Select QSE], “Please repeat this directive back for me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the entire process until the repeat back is correct.

Hotline call to TOs:

Typical Script:  “This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name]; ERCOT declaring an emergency and is transferring operations to the backup control center.  Until further notice, direct all urgent phone calls to (512) 225-7100.  Please monitor your own service area and notify ERCOT if thermal limits reach 85% of their continuous rating.  Report zonal CSC transfers, West - North and North – Houston stability limits if power flows reach 85% of the last posted limit.  Continue to monitor voltages in your area and notify ERCOT of any abnormal line operations.”  [Select TO], “Please repeat this directive back for me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the entire process until the repeat back is correct.

Issue a VDI to the QSE that was put on constant frequency, as time permits.

	Call in Additional Operators
	IF:

· The shift personnel at the PCC will NOT be relocating,

THEN:

· Call in additional shift personnel, which include a Shift Supervisor, via the Communicator! NXT Notification System (NXT).

Operator will receive an email after 10 minutes with a report of who has responded along with their estimated time of arrival.

	Additional Notifications
	Notify the following:

· Manager of System Operations and/or designee

· If unable to reach Manager of System Operations and/or designee, notify the following:

· Help Desk (to notify EMMS Support, Telecommunications

· Engineering Support

These phone numbers have been programmed into the control room cell phone.

	Monitor Critical Facilities
	Potential critical facilities will be apparent to the Operator by notification from TOs based on the information ERCOT has requested within the Hotline Call instructions.

Critical facilities will be those that show up in RTCA.

ERCOT considers the list of critical facilities to be the contingencies posted on the ERCOT website under ‘Grid Information’ in the Transmission section

http://www.ercot.com/gridinfo/transmission
Select “Operations Contingency List (ESCA)” in the key document section.

	Respond to QSEs
	IF:

· The QSE that is put on constant frequency is having trouble keeping up,

THEN:

· Issue fleet VDIs to other QSEs to help out OR
· Put a different QSE on constant frequency (Remember to take the first QSE off constant frequency).

OR

IF:

· QSEs call in with questions about the Day-Ahead Market,

THEN:

· Notify the QSE that the Day-Ahead Market functions will resume when additional staff reports to work.

· Document which QSEs call in and the questions they have to pass along to the Day-Ahead Operator when he/she reports to work.



	Respond to TSPs
	IF:

· TOs call in to report the following:

· Thermal limits have reached 85% of their continuous rating,

· Zonal CSC transfers have reached 85% of the last posted limit,

· West-North stability limit has reached 85% of its limit,,

· North-Houston stability limit has reached 85% of its limit,

THEN:

· If EMS is available, verify their values against ERCOT’s,

· Take immediate action, as listed below, for the stability limits,

· Continue to monitor the thermal limits and zonal transfers; Instruct the TO to do the same and notify ERCOT should the limits reach 95%,

· Prepare to respond, as listed below, should the thermal limits and/or zonal transfers reach 95% and trending upward.

	Stability Limits Reached 85% (IROL)
	IF:

· The West-North stability limit is approaching 85% and is continuing to trend upward,

· The North-Houston stability limit is approaching 85% and is continuing to trend upward,

· Notified by TO that a stability limit is approaching 85% and is continuing to trend upward,

THEN:

· Take immediate action to lower Wind Generation in the west,
· Issue VDIs as necessary to relieve the congestion,
· If VDIs are issued, monitor QSE on constant frequency

	Zonal Transfers and thermal Limits Reached 95% (SOL)
	IF:

· Thermal limits have reached 95% of their continuous rating and are continuing to trend upward, OR
· Zonal transfers have reached 95% of their limit,

THEN:

· Seek a recommendation from the corresponding TO as to what actions will alleviate the situation,

· When you decide the recommended actions are valid, implement the plan and issue VDIs as necessary.

· Continue to monitor to determine the effect of the plan.

	DC Tie Tags
	Make every attempt to handle all DC Tie tags.

If the workload makes it impossible to keep up with, the tags will be passively denied.

	Operator Technical Logs
	RECORD the following in the shift log:

· Date

· Time of event

· Description of events, failures, or incident

· Actions taken and resolution

Time of system or function restoration



2.6.11
Restoration of Primary Control Center Functionality 
Procedure Purpose: This procedure is to be performed by the Frequency Control Desk Operators at the Back-up Control Center (BCC) in restoring Real-Time operations.

· Additional staff has arrived, including a Shift Supervisor,

· BCC has become PCC,

· All EMS applications up and functioning properly
	Protocol Ref. 
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	NERC Std.
	
	
	
	

	
	
	
	
	


	Approved by:
	Effective Date: August 3, 2009

	Version:
	4
	Revision:
	4


	Step
	Action

	NOTE:
	As additional Operators arrive, be sure to communicate any pertinent information that will assist them in getting their specific functions ready for normal operation.

	Restoring Frequency Control
	When an Operating Period Desk Operator has arrived, had time to get the offset calculation spreadsheet caught up, and is able to enter offset values into the MOI:

IF:

· Holding Real-time Balancing Energy Market (RTB) deployments,

THEN:

· Verify the proper operation of the RTB and that deployments are being sent to the Market Participants (MP) AND
· Remove the QSE that is put on constant frequency.

	Market Notification
	IF:

· RTBM is running and valid deployments are being sent,

THEN:

· Place the following QSE Hotline call:

* * * WARNING * * *

When removing a QSE from constant frequency control, remove ERCOT AGC from Monitor mode.

Typical Script:  “This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name], ERCOT is resuming normal, Real-Time operations from the back-up control center.  Please continue to direct all phone calls to (512) 225-7100.  ERCOT is ending VDI [#] at [time].  Resume with the [interval ending time] Balancing Energy deployments.  [Select QSE], “Please repeat this directive back for me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the entire process until the repeat back is correct.

	Additional Notifications
	Notify the following:

· Help Desk (to notify EMMS Support, Telecommunications)

· Manager of System Operations and/or designee

· Engineering Support 

· These phone numbers have been programmed into the control room cell phone.

	Notification of Additional Operators
	WHEN:

· All functionality has been resumed at the BCC,

THEN:

· Notify the additional shift personnel, which include a Shift Supervisor, via the Communicator! NXT Notification System.

	Contact Security
	Notify Security that the transition of Operations to the BCC has been completed

	Operator Technical Logs
	RECORD the following in the shift log:

· Date

· Time of event

· Description of events, failures, or incident

· Actions taken and resolution

· Time of system or function restoration



2.7.6
Adjustments/Curtailment for the CFE DC Ties

Procedure Purpose: The process to curtail E-tags for the CFE Ties.
	Protocol Ref. 
	
	
	
	

	
	
	
	
	

	Guide Ref. 
	
	
	
	

	
	
	
	
	

	NERC Std.
	INT-005-2
R1.1
	INT-010-1
R2
	
	

	
	
	
	
	


	Approved by:
	Effective Date: August 3, 2009

	Version:
	4
	Revision:
	4


	Step
	Action

	NOTE:
	Curtailments are customarily scheduled for one hour at a time.  Therefore a curtailment that occurs several hours in a row may require that this procedure be repeated hourly.

	NOTE:
	Import/export limits for the CFE DC Ties can change due to changes in generation, transmission configuration, and other system conditions.  After receiving the import/export limits for next day, it may be necessary to have the PSE adjust E-tags and schedules.

	NOTE:
	When ERCOT curtails an E-Tag whether to zero (0) or a specific amount, only CFE needs to approve the change.  Adjustments are done by the PSE which requires all parties to approve.

	1
	If any of the DC-Ties trip, ERCOT will have the responsibility to curtail the E-tags.  

· Curtail the E-Tags

· Instruct AEP Corpus to make notification to CFE to approve curtailments

	2
	Once the DC-Tie that tripped is operational, re-load the curtailed E-Tag(s)

· Re-load curtailed E-Tag(s)

· Instruct AEP Corpus to make notification to CFE to approve re-loads



	3
	Once the import/export limits are posted around 1700, ensure the DC Tie(s) are not overscheduled.  If an over schedule is found:

· Notify the PSE to adjust the E-Tag(s) using the Last-in-First-Out. If just one PSE is involved they may adjust their E-Tags as they wish. 
· Notify AEP Corpus with the E-Tag number(s) to approve the adjustment(s)
· Instruct AEP Corpus to make notification to CFE to approve adjustment(s)

	4
	Due to ERCOT transmission issues it may be necessary for ERCOT to curtail E-Tags using the Last-in-First-Out (LIFO).  If notified by the Transmission & Security desk that a curtailment is needed:

· Curtail the appropriate E-tag(s), allowing enough time for CFE to approve; at least 20 – 30 minute notice is needed.
· Notify AEP Corpus with the E-Tag number(s) that was curtailed

· Instruct AEP Corpus to make notification to CFE to approve curtailment(s)


	5
	ERCOT must declare an Emergency in order to cut E-Tags without notice.  If an Emergency has been declared for a transmission issue and if notified by the Transmission & Security Desk that a curtailment is needed:

· Contact AEP Corpus that curtailment(s) will be made and to ramp the appropriate DC-Tie to the needed MW level.

· Curtail the appropriate E-tag(s)

· Notify AEP Corpus with the E-Tag number that was curtailed

· Instruct AEP Corpus to make notification to CFE to approve curtailment

Typical script to AEP Corpus:
This is ERCOT operator [first and last name].  ERCOT will be curtailing E-Tag(s) on the [DC-Tie name] DC-Tie.  Please start ramping the Tie to [MW level], the E-Tag will be curtailed shortly.  Please repeat this directive back to me.  That is correct.”  
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.   

	6
	Due to CFE transmission issues it may be necessary for ERCOT to curtail E-Tags using the Last-in-First-Out (LIFO).  If notified by AEP Corpus or the Transmission & Security Desk of CFE’s situation:

· Identify if at least 20 – 30 minute notice can be given for curtailment of E-Tag(s), if notice can be given proceeded. If curtailments need to take place immediately, proceeded to Step 7.

· Curtail the appropriate E-tag(s), allowing enough time for CFE to approve; at least 20 – 30 minute notice is needed.
· Notify AEP Corpus with the E-Tag number(s) that was curtailed

· Instruct AEP Corpus to make notification to CFE to approve curtailment



	7
	If notified by AEP Corpus or the Transmission & Security Desk of CFE’s emergency situation:

· Verify the appropriate DC-Tie is being ramped

· Curtail the appropriate E-tag(s)

· Notify AEP Corpus with the E-Tag number(s) that was curtailed

· Instruct AEP Corpus to make notification to CFE to approve curtailment



	8
	If CFE does curtail schedules for their transmission issues:

· Once curtailment is received from OATI, approve AND 

· Notify AEP Corpus that they see the curtailment and will ramp the Tie



	9
	Once notified that transmission issues are resolved and E-tags can be re-loaded:

· Re-load curtailed E-Tag(s)

· Ensure AEP Corpus sees the re-loaded E-Tags, AND

· Instruct AEP Corpus to make notification to CFE to approve re-loads




2.7.7
Managing Daily Inadvertent Energy for the SPP DC Ties
Procedure Purpose: To do before-the-fact and after-the fact checkouts for the SPP DC Ties.
	Protocol Ref. 
	
	
	
	

	
	
	
	
	

	Guide Ref. 
	
	
	
	

	
	
	
	
	

	NERC Std.
	BAL-005

R12.1
	INT-003-2

R1.2
	INT-009-1

R1
	

	
	
	
	
	


	Approved by:
	Effective Date: August 3, 2009

	Version:
	4
	Revision:
	4


	Step
	Action

	OVERVIEW
	Inadvertent Energy flows across the DC Ties need to be monitored frequently enough during the day to ensure that large inadvertent flows don’t accumulate.

	NOTE:
	If the proper information is not listed when a E-Tag is created and submitted, the E-Tag may not be displayed correctly in all WebTrans displays.  Examples include, but are not limited to a PSE not using the proper POR/POD in the physical path (ERCOT-E, ERCOT-N) or if ERCOT is left off the E-Tag as a Transmission Provider (TP) or Scheduling Entity (SE).

	CAUTION:
	If the E-Tag is created and submitted without any or all information in the above NOTE OR any other circumstance so that the E-Tag can not be seen by either ERCOT or the DC Tie Operator, inadvertent energy will be created.  The E-Tag should be curtailed to zero (0).

	NOTE:
	When communicating with the DC Tie Operator:

· Contact AEP Ohio TO for the North and East DC Ties

	NOTE:
	Due to a deadband issue, if the net schedule on the North DC-Tie is less than 25 MW, the DC-Tie Operator has the option of:

· Automatically flow 25 MW out of ERCOT and into SPP, OR

· Add MW flow in the direction of the schedule



	1
	Before the start of the hour, confirm the net-scheduled value for each DC Tie with the DC Tie Operator.  If there is a discrepancy, go over each 
E-Tag ID and MW amount for the affected DC Tie(s).

· If an E-Tag can not be seen in WebTrans OR by the DC Tie Operator, work to resolve the problem OR ensure the E-Tag is curtailed to zero (0).

WebTrans Reference Displays:

QSE Summary

BTF Display

	2
	Check out the Actual SCADA data values for the previous hour with the DC Tie Operator for each DC Tie.

· If ERCOT’s actual values are different from the DC Tie Operator’s actual values by less that 10 MWH, overwrite the actual value in the WebTrans system.

· If ERCOT’s actual values are different from the DC Tie Operator’s actual values by 10 MWH or more and the reason is known (database load, loss of ICCP, AEP automatically overriding the schedule on the North DC Tie, etc.), overwrite the actual value in the WebTrans system. Log the appropriate information.

· If ERCOT’s actual values are different from the DC Tie Operator’s actual values by 10 MWH or more and the reason is unknown; ERCOT and the DC Tie Operator will initiate an investigation.  Log the appropriate information (time, date, total MW difference, DC Tie, name of the DC Tie Operator and any other relevant information).  Also call the ERCOT Help Desk to have a ticket opened for the EMMS Group to investigate problems with the meter information. 

WebTrans Reference Displays:

Tie Data

ATF

	3
	After midnight, each day, talk with the DC Tie Operator to check out the total scheduled and actual values for each DC Tie.  If both parties agree on the Scheduled In and Out values and on the Actual In and Out values, check the bottom box in Column C and click the “Apply Checkout” button.  Proceed to Step 5.

WebTrans Reference Display:

ATF

	4
	If there is a disagreement on the total scheduled and/or actual values with the DC Tie Operator, verify the values for each hour as necessary to find the discrepancy.  An effort should be made to workout all discrepancies 

If the discrepancy is with the scheduled values, email an Excel copy of the WebTrans Interchange Report display to check their information against ERCOT’s.

· Check the box for each hour that ERCOT is in agreement with the DC Tie Operator for the scheduled value.

· Leave the box unchecked for each hour where there is a discrepancy with a scheduled value and it can not be worked out with the DC Tie Operator.  Click the “Apply Checkout” button.

· If asked to change a scheduled value, log the appropriate information and email it to the Manager of System Operations.

If the discrepancy is with an actual value, change it to the DC Tie Operator’s value.

WebTrans Reference Displays:

ATF

Tie Data

	5
	Create an Excel file for each of the North and East DC Ties and email it to the following:

· SPP DC-Tie Inadvertent

· AEPTOWEST@aep.com
· aepcheckout-west@aep.com


2.7.8
Managing Daily Inadvertent Energy for the CFE DC Ties
Procedure Purpose: To do before-the-fact and after-the-fact checkouts for the CFE DC Ties.
	Protocol Ref. 
	
	
	
	

	
	
	
	
	

	Guide Ref. 
	
	
	
	

	
	
	
	
	

	NERC Std.
	BAL-005
R12.1
	INT-003-2

R1.2
	INT-009-1

R1
	

	
	
	
	
	


	Approved by:
	Effective Date: August 3, 2009

	Version:
	4
	Revision:
	4


	Step
	Action

	OVERVIEW:
	Inadvertent Energy flows across the DC Ties need to be monitored frequently enough during the day to ensure that large inadvertent flows don’t accumulate.

	NOTE:
	If the proper information is not listed when an E-Tag is created and submitted, the E-Tag may not be displayed correctly in all WebTrans displays.  Examples include, but are not limited to a PSE not using the proper POR/POD in the physical path (ROAD_DC, EGPS_DC, or LAR_VFT) or if ERCOT is left off the E-Tag as a Transmission Provider (TP) or Scheduling Entity (SE).



	CAUTION:
	If the E-Tag is created and submitted without any or all information in the above NOTE OR any other circumstance so that the E-Tag can not be seen by either ERCOT or the DC Tie Operator, inadvertent energy will be created.  The E-Tag should be curtailed to zero (0).

	NOTE:
	When communicating with the DC Tie Operator:

· Contact AEP Corpus Christi TSP for the Eagle Pass and Railroad DC Ties, and the Laredo VFT.

	1
	Before the start of the hour, confirm the net-scheduled value for each DC Tie with the DC Tie Operator.  If there is a discrepancy, go over each E-Tag ID and MW amount for the affected DC Tie(s).

· If an E-Tag can not be seen in WebTrans OR by the DC Tie Operator, work to resolve the problem OR ensure the E-Tag is curtailed to zero (0).

WebTrans Reference Displays:

QSE Summary

BTF Display

	2
	Check out the Actual SCADA data values for the previous hour with the DC Tie Operator for each DC Tie.

· If ERCOT’s actual values are different from the DC Tie Operator’s actual values by less that 5 MWH, overwrite the actual value in the WebTrans system.

· If ERCOT’s actual values are different from the DC Tie Operator’s actual values by 5 MWH or more and the reason is known (database load, loss of ICCP, etc.), overwrite the actual value in the WebTrans system. Log the appropriate information.

· If ERCOT’s actual values are different from the DC Tie Operator’s actual values by 5 MWH or more and the reason is unknown; ERCOT and the DC Tie Operator will initiate an investigation.  Log the appropriate information (time, date, total MW difference, DC Tie, name of the DC Tie Operator and any other relevant information).  Also call the ERCOT Help Desk to have a ticket opened for the EMMS Production Group to investigate problems with the meter information. 

WebTrans Reference Displays:

Tie Data

ATF

	3
	After midnight, each day, talk with the DC Tie Operator to check out the total scheduled and actual values for each DC Tie.  If both parties agree on the Scheduled In and Out values and on the Actual In and Out values, check the bottom box in Column C and click the “Apply Checkout” button.  No further action is required.

WebTrans Reference Display:

ATF

	4
	If there is a disagreement on the total scheduled and/or actual values with the DC Tie Operator, verify the values for each hour as necessary to find the discrepancy.  An effort should be made to workout all discrepancies 

If the discrepancy is with the scheduled values:

· Check the box for each hour that ERCOT is in agreement with the DC Tie Operator for the scheduled value.

· Leave the box unchecked for each hour where there is a discrepancy with a scheduled value and it can not be worked out with the DC Tie Operator.  Click the “Apply Checkout” button.

· Log the appropriate information and email it to the Manager of System Operations.

If the discrepancy is with an actual value, change our value to match the DC Tie Operator’s value.

Reference Displays:

ATF

Tie Data

	5
	Create an Excel file for each of the CFE DC-Ties and email to the following:

· CFE DC-Tie Inadvertent

· cenal.transaccionesinter@cfe.gob.mx



2.7.9
Managing Inadvertent Energy Payback
Procedure Purpose: To provide communication contacts and information prior to starting and ending inadvertent energy payback. 
	Protocol Ref. 
	
	
	
	

	
	
	
	
	

	Guide Ref. 
	
	
	
	

	
	
	
	
	

	NERC Std.
	
	
	
	

	
	
	
	
	


	Approved by:
	Effective Date: August 3, 2009

	Version:
	4
	Revision:
	4


	Step
	Action

	NOTE:
	Payback will only be planned when there is room on the DC Tie(s).  Power schedules of market participants will supersede any inadvertent payback plan.  Payback plans are implemented by the DC Tie Operator.  They will bias the DC Tie(s) and create inadvertent in the opposite direction.  This will reduce the inadvertent values.

	NOTE:
	When inadvertent needs to be paid back in either direction, the ERCOT Operator will receive the payback plan information from the Manager of System Operations or designee

	NOTE:
	When communicating with the DC Tie Operator:

· Contact AEP Ohio TO for the North and East DC Ties

· Contact AEP Corpus Christi TO for the Eagle Pass and Railroad DC Ties, and the Laredo VFT.

	1
	Prior to the start of the Payback plan, call the appropriate DC Tie Operator and confirm the start time, hourly MW amount, and direction of the payback plan.  If payback is planned across the VFT, verify the transmission path (230kV or 138kV).

	2
	Periodically check the WebTrans system to ensure that the inadvertent values are decreasing.  If they are not decreasing or are increasing, call the DC Tie Operator to determine the reason.

WebTrans Reference Display:

Daily Inadvertent

	3
	Prior to the Payback plan stopping, call the appropriate DC Tie Operator and confirm the agreed upon stop time.
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