	ERCOT Operating Procedure Manual

Transmission & Security Desk



Power Operations Bulletin # 427

ERCOT has revised the Transmission & Security Desk Procedure Manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
2.1.2
Analysis Tool Outages

Procedure Purpose: To ensure SOLs and IROLs are monitored.
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	Step
	Action

	NOTE:
	The Reliability Coordinator must ensure SOL and IROL monitoring continues if analysis tools are unavailable.  The analysis tools needed are:

· State Estimator

· RTCA

· VSAT



	1
	If RTCA or the State Estimator has not solved within the last 20 minutes, refer to Desk Top Guide Section 3.1 and run through the checklist. 

If, after trying all the checks and RTCA and/or the State Estimator still has not solved, notify the on-call State Estimator Support Engineer and request the tool(s) be restored to operation as soon as possible.
If RTCA will not solve but the EMS is available notify the on-call Operations Engineer to request limits be calculated manually.

	2
	If RTCA or the State Estimator has NOT solved within the last 30 minutes or ERCOT ISO has experienced a critical failure of its EMS: 
Make a Hotline call to the ERCOT Transmission Operators:

· Typical Script:  “This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT operator [first and last name], ERCOT’s RTCA and State Estimator have not solved in the last 30 minutes.  Please monitor your own service area and notify ERCOT if thermal limits reach 85% of their continuous rating.  Report zonal CSC transfers, and West - North and North – Houston stability limits if power flows reach 85% of their respective limits.  Continue to monitor voltages in your area.  Notify ERCOT of any abnormal line operations in your area.”  [Select TO], “Please repeat that back for me.”

· If repeat back is CORRECT, “That is correct, thank you.”

· If INCORRECT, repeat the entire process until the repeat back is correct.



	3
	Once RTCA and State Estimator are operational:

Make a Hotline call to the ERCOT Transmission Operators:

Typical Script:  “This call requires everyone to remain on the line until it is complete.  [TO] I will be asking you for the repeat back.  This is ERCOT operator [first and last name], ERCOT’s RTCA and State Estimator are now functioning and we are now back to normal operations.  [Select TO], “Please repeat that back for me.”

If the repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the entire process until the repeat back is correct.

	4
	If VSAT has not solved within 1.5 hours:

· Manually run VSAT

· If no results, contact Operations Planning Support

· If RTMONI is unavailable, the last good value will be recorded in PI or on the website.  

· If transmission outages start/end during the failed period, refer to Operations Engineering Day-ahead limits which incorporate outage analysis.  


2.2.1
Real Time Contingency Analysis (RTCA) 
Procedure Purpose: To monitor SOLs and have situation awareness of the transmission system
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	Step
	Action

	NOTE:
	System Operators have the authority to take or direct timely and appropriate real-time action, up to and including shedding firm load to alleviate System Operating Limit violations.

	NOTE:
	The order of steps in this procedure is a recommendation.  The system operator will determine the sequence of steps, or any additional actions required to ensure system security.

Zonal Congestion Management Techniques are OC1s.  Deployment of Non-Spin may be used if approved by the Shift Supervisor.
Local Congestion Management Techniques consist of OC3s, unit specific dispatch instructions (OOME or VDIs), Remedial Action Plan (RAP), Pre-Contingency Action Plan (PCAP), Mitigation Plan (MP), and Temporary Outage Action Plans (TOAP).  TOAP guidelines are located in the Outage Notes.  Unit specific dispatch instructions may be determined by Shift Factors or studies, whichever the system operator deems most appropriate. 
If there is a difference in line ratings between ERCOT and the TO, the most limiting rating will be used until the correct rating can be determined.

	NOTE:
	Critical facilities are the ERCOT defined contingencies that show up after running Real Time Contingency Analysis (RTCA) as a post-contingency overload.  This list is located in the Energy Management System (EMS) and an electronic copy is located on the ERCOT website under ‘Grid Information’ in the Transmission section.

http://www.ercot.com/gridinfo/transmission/index
Select “Operations Contingency List (ESCA) in the key document section.

 A potential critical facility becomes a critical facility when the contingency appears in RTCA as a post-contingency overload.

	1
	VERIFY RTNET and RTCA processes are enabled.  If not, enable them.

	2
	Determine if RTCA has run within 20 minutes.

	3
	If RTCA has not run within 20 minutes, refer to Section 2.1.3, Analysis Tool Outages.

	4
	If RTCA has run within 20 minutes, EXAMINE the RTCA contingency violations “Branch” summary, and ENSURE that no post contingency overloads greater than 100% of the emergency rating exist.  IF post-contingency overloads greater than 100% of the Emergency Rating exist: 

· ENSURE that no Special Protection Scheme (SPS), Remedial Action Plan (RAP), Pre-Contingency Action Plan (PCAP), Temporary Outage Action Plan (TOAP), or Mitigation Plan (MP) exists to alleviate the loading post contingency, AND 

· ENSURE the Pre-contingency value listed on the violation summary is reasonably accurate.

NOTE:  The electronic and hard copy for the RAPs, PCAPs, and MPs are to be considered current.  Should a conflict exist between the electronic and hard copy, the electronic version is to be used.

The electronic version is located at <\\cpwp004d\departments\System Operations\Remedial Action Plans>
A hardcopy of the SPSs is maintained on the floor by the Operations Support Administrative Assistant.

TOAPs are usually located in the daily Outage Notes.

	5
	If RTCA has run within 20 minutes, EXAMINE the RTCA contingency violations “Voltage” summary (it has multiple pages), and ENSURE that no post contingency over voltage violations greater that the emergency switchyard voltage rating exists at the STP and CPSES 345 kV buses.

For Comanche Peak

System

345 kV

138kV

Nominal Voltage

352 kV

141 kV

Tolerance

+2.56% or -3.40%

+2.13% or -4.26%

Maximum Voltage

361 kV

144

Minimum Voltage

340 kV

135

For South Texas Project

System

345 kV

Nominal  Voltage

362.25 kV

Tolerance

+2% or -4%

Maximum Voltage

369.5 kV

Minimum Voltage

347.8 kV

If post-contingency violations greater than the Emergency Rating exist, COORDINATE with the Transmission Operator and QSE and take appropriate voltage control action.

	6
	IF the pre-contingency value appears to be accurate and a SPS, RAP, PCAP, TOAP, or MP exists, refer to the respective procedure and operate accordingly.

	7
	IF the SCADA is of similar magnitude to the Pre-contingency value and no SPS, RAP, PCAP, TOAP, or MP exist, go to step 8.

	NOTE:
	When making any changes to the SCADA database, document the changes using the SCADA tagging function.  Refer to Desk Top Guide Section 3.6 for guidance.

	8
	IF the Pre-contingency value appears to be inaccurate, do NOT employ congestion management techniques.  
· Inform the Shift Supervisor and he/she will decide if an Operations Support Engineer should be called.

	9
	IF post contingency overloads greater than 100% exist without an SPS, RAP, PCAP, or a TOAP is in place to relieve, EMPLOY congestion management techniques to eliminate the post contingency overloading.

	10
	IF post contingency overloads greater than 100% of the “15-minute Rating” exist with a RAP in place to relieve, EMPLOY congestion management techniques to reduce the predicted post contingency loading to no more than 100% of the 15-minute rating.  

	11
	IF any RTCA results predict a Facility Rating will exceed post-contingency loading 125% or greater of the facility’s Emergency Rating, this is considered to be a potential IROL.  Proceed to section 2.2.3 Potential IROL’s. 


	12
	If congestion management techniques fail to resolve congestion and no practicable resource solution exists, ISSUE a Watch per section 2.5.3.  

	13
	Periodically check the Base Case violations display for Thermal overloads.  A “thermal overload in real-time” means loading above 100 % of the NORM/Continuous rating.

	14
	If a valid Thermal overload exists in real-time, EMPLOY congestion management techniques to relieve the overload.
If the system operator determines that the Pre-contingency value or system topology is incorrect, step 13 may be omitted.

	15
	Periodically check the “Contingency Solution Results” display.  If there are unsolved contingencies, run the State Estimator again.  If unsolved contingencies remain, call the on-call State Estimator Support Engineer. 
If any unsolved (pink) contingencies exist for an extended period of time, as time permits, notify the on-call Operations Support Engineer.
If there are known reasons that the contingency is unsolved, as time permits, notify the on-call Operations Support Engineer to verify system conditions have not changed..


2.2.2 
Real Time Constraint Activity Manager (RTCAM) 

Procedure Purpose: To alleviate congestion. 
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	Step
	Action

	NOTE:
	Local Congestion Management Techniques consist of OC3s, Unit specific dispatch instructions (OOME or VDIs), Remedial Action Plan (RAP), Pre-Contingency Action Plan (PCAP), Mitigation Plan (MP), and Temporary Outage Action Plans (TOAP).  TOAP guidelines are located in the Outage Notes.

	NOTE:
	The order of steps in this procedure is a recommendation.  The system operator will determine the sequence of steps, or any additional actions required to ensure system security.

	NOTE:
	Phase shifters could at times be used to help with congesting management:

· Putnam – NW/WN transfers to increase CSC transfer capability

· Nelson Sharp – valley import during outages

· Hamilton Road – control wind export issues from McCamey area and occasionally Laredo import issues during outages

· North Laredo – control Laredo import issues during outages

	1
	VERIFY SFT is enabled in the MOI.

· This can be determined by making sure that the check box next to “Run SFT for Real-Time Markets” on the Real-Time Balancing Market display is checked.  If it is not checked, then check it.

	2
	DETERMINE if RTNET and RTCA has solved within 20 minutes.

	3
	If RTNET and/or RTCA have not solved within 20 minutes, refer to Section 2.1.3, Analysis Tool Outages.

	4
	DETERMINE if RTNET has solved with a solution status of “VALID SOLUTION – NO SFT CASE.”
· If RTNET has this solution, notify the State Estimator On-Call Engineer.

	5
	If RTCA has solved within 20 minutes, EXAMINE the RTCAM Branch Violations and Operating Constraints List.

	6
	EXAMINE the constraints with the “Active” check box filled in.

· VERIFY that an OC3 is created for all overloaded active constraints in the MOI by selecting the “constraint” tab from the “Real-Time Balancing Market” screen in the MOI.  In the Type column, sort descending.  All OC3s will be sorted to the top of the page.

· If an overloaded constraint is active in RTCAM, but the corresponding OC3 is missing from the MOI, LOWER the value in the “% Rating” column in RTCAM to tighten the constraint until the OC3 appears in the MOI.
· If an OC3 is active in the MOI, but the corresponding constraint in RTCAM is well below the monitored rating, INCREASE the value in the “% Rating” column in RTCAM to loosen the constraint.

	7
	When an OC3 deploys quick start units for congestion, do one of the following:

· Issue an “OOMC VDI” for settlements on the quick start unit(s) that are required to mitigate congestion

· Issue an OOME for quick start unit(s) using the OOM tool and keep the OC3 active, or 

· Use OOM tool to OOME for quick start unit(s) instead of activating an OC3, or 

· Issue a VDI to disregard the unit specific deployment and write “instructed deviation” on the VDI if congestion can be resolved without unit(s) 

OOMC VDI for quick start units will only be given under the local congestion scenario, balancing and zonal deployments are not included.  Follow up with a Settlements only VDI stating “OOMC for Quick-start” on the VDI form.
  

	8
	To activate a constraint, check the “Active” check box next to the constraint to be activated.  The text in this row of data will change to red and it will be immediately sorted to the top of the display.

	9
	To deactivate a constraint, uncheck the “Active” check box next to the constraint.  Uncheck the “Retain” check box as well, if desired.  Leaving the “Retain” box checked will only cause the constraint to remain on the Operating Constraints List display when an overload is not occurring.

	10
	To acknowledge constraints that are determined to be erroneous or are already accounted for, check the check box in the “Ack.” Column.  This will sort the constraint to the bottom of the display.

	11
	Special Protection Schemes (SPS), Remedial Action Plans (RAP), and Pre-Contingency Action Plan (PCAP) analysis

· EXAMINE the results in RTCAM for RAP or SPS activation, using the “SPS” and “RAP” columns on the Operating Constraints List display.

· If “SPS” and/or “RAP” is checked, EXAMINE the color of the background.  Refer to Desk Top Guide Section 3.3 for actions to be taken based on the color of the background.

· ADJUST initial “% Rating” higher if activating a constraint for a post-RAP/SPS overload if needed.  This is because RTCAM/SFT can not model RAP/SPS when generating OC3 constraints so they tend to over-constrain at 100 % of rating.

NOTE:  The electronic and hard copy for the RAPs, PCAPs, and MPs are to be considered current.  Should a conflict exist between the electronic and hard copy, the electronic version is to be used.  The electronic version is located at <\\cpwp004d\departments\System Operations\Remedial Action Plans>



2.2.8 
North-Houston Voltage Stability Limit

Procedure Purpose: To maintain North to Houston voltage stability.
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	Step
	Action

	IROL
	The North – Houston VSAT dynamic stability limit is an IROL; the actual flow MUST NOT exceed the limit for more than 30 minutes.  This is a violation of the NERC Reliability Standards.

	VSAT
	Initiate a manual Run Sequence for the Network Online Sequence after the change in the system typology.  This process will give new VSAT results after RTNET, RTCA and RTDCP (VSA) is completed.

	1
	VSAT should be checked at least every hour, or more frequently as necessary.  If North-Houston 345kV circuit has a forced outage, manually rerun the whole sequence of RTNET, RTCA and RTDCP (VSA) immediately and proceed to step 2.


	2
	Determine if the Reliability margin is 500 MW of the Reliability margin:

· O-HOUS_L ≤ 500 MW

· N-H G ≤ 500 MW

· N-H L ≤ 500 MW

If the value is within 500 MW of the Reliability margin:

· Request TSP’s in the affected areas turn on capacitor banks and turn off reactors near the weak busses that are available.



	3
	Determine if the Reliability margin is 300 MW of the Reliability margin:

· O-HOUS_L ≤ 300 MW

· N-H G ≤ 300 MW

· N-H L ≤ 300 MW

If the limit value is at the 300 MW Reliability margin:

· Activate the North – Houston OC1

· Change the North – Houston CSC limit in RTMONI to the N-H VSAT Transfer Limit located in VSAT for Market transparency.

· Post a message on the MIS:

Typical Script:  “ERCOT is controlling the North - Houston dynamic stability limit with the North – Houston OC1”.


	4
	Determine if the Reliability margin is 200 MW of the Reliability margin:

· O-HOUS_L ≤ 200 MW

· N-H G ≤ 200 MW

· N-H L ≤ 200 MW


If the limit value is at 200 MW Reliability margin:
· Fleet up in Houston area generation
· Deploy Non-Spin in the Houston zone and utilize quick starts not bid in as Non-Spin
· Post a message on the MIS:

Typical Script: “Local congestion techniques are being utilized with Zonal congestion techniques to control North – Houston dynamic stability limit.”


	5
	Determine if the Reliability margin is 100 MW of the Reliability margin:

· O-HOUS_L ≤ 100 MW

· N-H G ≤ 100 MW

· N-H L ≤ 100 MW

If the limit value is at 100 MW Reliability margin:
· Make Hotline call to deploy LaaRs in the Houston zone that are bid into the Responsive Reserve market.
Typical Script:  
 This call requires everyone to remain on the line until it is complete.  [QSE] I will be asking you for the repeat back. This is ERCOT operator [first and last name].  ERCOT is instructing QSE’s to deploy LaaRs located in the Houston Zone that are bid into the market within ten (10) minutes.  [QSE] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.


	6
	Determine if the Reliability margin is 0 MW of the Reliability margin:

· O-HOUS_L ≤ 0 MW

· N-H G ≤ 0 MW

· N-H L ≤ 0 MW 

If the limit value is at 0 margin for 15 minutes or greater:
· Instruct Centerpoint to drop firm load in 100 MW blocks.
Typical Script:  

This is ERCOT operator [first and last name].  ERCOT is instructing Centerpoint to drop 100 MW of firm load for the North – South stability limit.  Notify ERCOT when this task is complete and give the amount of load shed.  Please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.




2.2.11
SPS Monitoring

Procedure Purpose: To monitor and prevent an SPS operation if possible.
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	Step
	Action

	NOTE:
	If notified to take a SPS in/out of service, ensure OPS Planning is notified.

	NOTE:
	Real Time Contingency Analysis (RTCA) indicates a Post Contingent overload(s) on a Contingency in which the SPS will not mitigate all the overloaded elements automatically.  In this case, Congestion Management techniques will be utilized to return the system to the state in which the SPS was designed to automatically relieve the overload.

	NOTE:
	Use caution when adjusting the tolerance setting <100% in RTCA.  If the post-contingent loading on an element monitored by an SPS is above the tolerance threshold, but below the activation point of the SPS (100%), the RTCA result will be as if there is no SPS associated with the contingency. In this scenario congestion management is not needed until the criterion in Desk Top Guide Section 3.3 is met.

	1
	Special Protection Schemes (SPS)

· EXAMINE the results in RTCA for SPS activation.

· If “SPS” is identified as a post contingent overload, EXAMINE the color of the background.  

· Refer to Desk Top Guide Section 3.3 for actions to be taken based on the color of the background.

	NOTE:
	The electronic copy for the SPSs, RAPs, PCAPs, and MPs are to be considered current.  Should a conflict exist between the electronic and hard copy, the electronic version is to be used.

The electronic version is located at <\\cpwp004d\departments\System Operations\Remedial Action Plans>

	NOTE:
	Typically SPS’s are to solve post-contingent overloads on the Transmission System.  Due to outages, either (Planned or Forced) the Transmission topology is changed temporarily.  During these conditions the ERCOT Transmission & Security operator(s) will utilize Congestion Management techniques to prevent any known SPS from operating in a pre-contingent state.

	2
	Monitor the Excel spreadsheet “Real Time Values”

· Each SPS will be displayed, as the SPS activation threshold increases the display changes colors

· Greater than 80% but less than 90% turns Orange

· Greater than 90% turns Red

	3
	If the system operator receives a call from a TSP or as the threshold increases on the SPS to greater than 90%, then congestion management techniques should be employed in an attempt to prevent its’ activation.

	NOTE:
	If notified by a QSE that an SPS operates (runback or trip) refer to procedure:

· 2.1.4  OOME – VDI Guidelines



2.2.12  
Remedial Action Plans

Procedure Purpose: To implement a Remedial Action Plan.
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	Step
	Action

	NOTE:
	A Remedial Action Plan (RAP) is designed to relieve the loading on the Transmission Facility within 15 minutes.  ERCOT shall enforce pre-contingency System Operating Limit(s) to control the post contingency loading of the facility to levels below the 15-Minute Rating.  

The enforcement shall be implemented in a manner such that the post contingency loading will be at, or below, Emergency Rating within 15 minutes.

The “15-Minute Rating” and “LDSH” refer to the same thing.

	NOTE:
	The electronic copy for the SPSs, RAPs, PCAPs, and MPs are to be considered current.  Should a conflict exist between the electronic and hard copy, the electronic version is to be used.

The electronic version is located at <\\cpwp004d\departments\System Operations\Remedial Action Plans>



2.2.13 
Mitigation Plans

Procedure Purpose: To implement a Mitigation Plan.
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	Step
	Action

	NOTE:
	Mitigation Plans (MPs) are pre-determined actions to be taken associated with the occurrence of a specific contingency event if congestion management methods cannot resolve the post-contingency overload.

If necessary, continue to use congestion management methods for post contingency loading after initiating the MP.

With a MP, an operator does not need to declare a Watch for a post contingency overload.  If a MP is enacted and subsequent congestion management techniques do not control post contingency loading, ISSUE a transmission Watch.

	CAUTION:
	MPs are designed to be enacted POST-Contingency.  They are NOT pre-emptive congestion management actions.

	NOTE:
	The electronic copy for the SPSs, RAPs, PCAPs, and MPs are to be considered current.  Should a conflict exist between the electronic and hard copy, the electronic version is to be used.

The electronic version is located at <\\cpwp004d\departments\System Operations\Remedial Action Plans>

	1
	When RTCA shows a post-contingency overload greater than 100% of the Emergency Rating, attempt to resolve the overload by using congestion management methods.  

	2
	If congestion management methods do not work, review the MPs to determine if an action plan exists for this overload condition.

	3
	If a MP exists If a MP exists for this contingency: 

· Review the Mitigation Plan with the associated Transmission Operator
· [TO] repeats back directive to verify the plan is understood.

· Notify the Shift Supervisor of the anticipated actions.

	4
	IF a MP does not exist for this contingency and the Outage Notes do not provide a plan, REQUEST (as time permits) that Operations Engineering investigate development of a MP.

	5
	If the contingency anticipated by the MP takes place: 

· DIRECT implementation of the MP to the Transmission Operator
· [TO] repeats back directive to verify implementation is understood.
· RESPOND as quickly as possible to requests made by the Transmission Operator in accordance with the MP

If necessary, continue to use congestion management methods for post contingency loading after initiating the MP.

	6
	When the contingency clears, notify the TO as soon as possible.


2.4.4 
Power System Stabilizers (PSS) and Automatic Voltage Regulators (AVR)
Procedure Purpose: To ensure that power system stabilizers and automatic voltage regulators stay “in service” whenever possible.
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	Step
	Action

	
	




	NOTE:
	QSE’s will inform ERCOT of a change in status with any PSS or AVR by phone.

	1
	The ERCOT Operator will:

· Instruct the QSE to manually adjust VAR output as required to maintain voltage set-point until the AVR is back in service
· Ensure that the QSE has notified the TO of the change in status

· Enter the status change information into the ERCOT Logs

· Log type of either “PSS” or “AVR”.  

· Include the company name, the name of the person spoken with, and reason (if device is being taken in or out of service).

· Cut and paste the log entry into an e-mail and send to

· “OPS Planning”

· “OPS Support Engineering”

· “1 ERCOT System Operators”

	2
	A table which is enterable by the operator has been added for the calculation on the “W-N Stability.xls” spreadsheet.
· To update the spreadsheet when any PSS is forced offline in the West zone.
· Open the Summary tab to verify units

· Enter 0 = PSS is offline, 1 = PSS online for each resource change

It allows the operator to “turn off” a unit when a QSE reports the PSS is out of service which lowers the stability limit. 

	NOTE:
	Operations Planning will keep a spreadsheet with the current status of each PSS and AVR.  This data can be viewed at:

 \\cpwp004d\departments\Operations Support\Operations Planning\AVR and PSS Status
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