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Shift Supervisor Desk
	



Power Operations Bulletin # 420
ERCOT has revised the Shift Supervisor-Desk Procedure Manual.

The specific changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
1.3.2
ERCOT System Operator Responsibility and Authority
Procedure Purpose:  To ensure the System Operators know their roles, responsibility and authority.
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English shall be used as the language for all communications between and among operating personnel responsible for the real-time generation control and operation of the interconnected Bulk Electric System.  

The System Operator (SO) shall, in accordance with NERC Reliability Standards, have the responsibility and authority to implement real-time actions to ensure the stable and reliable operation of the Bulk Electric System during both normal and emergency conditions.  These actions shall include shedding of firm load without obtaining approval from higher-level personnel.  The ERCOT System Operator represents the following NERC functional entities collectively for the ERCOT ISO at any time:

· Reliability Coordinator.

· Balancing Authority

· Transmission Operator

The SO on duty is, in accordance with the ERCOT Protocols, Operating Guides, and NERC Reliability Standards, the Balancing Authority, Transmission Operator, and Regional Reliability Coordinator shall request and receive information required to continually monitor the operating conditions and request that individual Market Participants (MPs) make changes, which will assure security and reliability of the ERCOT system.

The SO shall, on an ERCOT-wide basis, coordinate the ERCOT System Restoration (Black Start) Plan.  The SO shall implement the Black Start Plan and shall direct the reconnection efforts of the islands, established by restoration activities.  The SO shall coordinate the mutual assistance activities of the ERCOT participants during system restoration activities.

The SO shall review the ERCOT Daily Operations Plan (DOP) and calculate and post the Allocated Responsive Reserve and other Ancillary Services Obligations.  The SO shall ensure compliance with the ERCOT Protocols and Operating Guides on identified transfer limits.  The SO receives all specified notifications for the MPs with regard to energy transactions (Balanced Schedules), AGC control modes, routine adjustments, and equipment limitations or outages.

The SO processes all Balanced Schedules and Resource Plans. The SO performs security analyses on a Day Ahead and real-time basis and ensures all Forced Outages are entered into the Outage Scheduler. The SO shall obtain or arrange to provide Emergency Assistance over the DC Tie(s) on behalf of ERCOT.

The SO shall issue appropriate advisories and watches, emergency notices, and coordinate the reduction or cancellation of clearances, re-dispatch of generation, and request, order, or take other action(s) that the SO determines is necessary to maintain safe and reliable operating conditions on the ERCOT system in accordance with ERCOT Protocols, Operating Guides, and NERC Reliability Standards.  The SO will implement and terminate ERCOT Time Corrections, and will determine the need for and implement the operation of a Qualified Scheduling Entity (QSE) on Constant Frequency Control for loss of ERCOT’s frequency control system.

As the Reliability Coordinator, ERCOT shall comply with its regional reliability plan that has been approved by the NERC Operating Committee.

The SPP DC-Tie processes, procedures, or plans that support or affect SPP shall be reviewed at least once every 3 years and updated if needed.  These would include any DC-Tie procedures, inadvertent energy procedures, and emergency procedures.

1.3.6
Disseminating Information
Procedure Purpose: To communicate information concerning disturbances or unusual occurrences to appropriate parties in the Interconnection.
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	Step
	Action

	NOTE:
	The SSRG e-mail exploder list is used to disseminate information to the SSRG members of the ERCOT Region when an SSRG conference call is not necessary.  Some of this information is intended for use within the industry and not for public release.  Ensure that all correspondence state a Confidentiality Notice and include your signature on e-mail.

	NOTE:
	The Reliability Coordinator Information System (RCIS) is used to disseminate information to other RCs in NERC.

	1
	Types of disturbances or unusual occurrences include but are not limited to the following:

· Copper thefts

· Substation break-in

· Vandalism

· Malicious mischief

· Suspicious photos
· Suspected Sabotage (cyber or physical)

	2
	Once notified by a QSE or TO of a disturbance or unusual occurrence, ask the following:

· Is the occurrence considered “theft of property”? (proceed to Step 3)
· Is the occurrence being investigated as a “suspected sabotage event” (proceed to Step 4)



	3
	If “theft of property” can be reasonably determined and the incident is not related to a suspected sabotage  event:

· Ensure that local Law Enforcement Agencies (LEAs) have been notified.  If the event is not considered a form of suspected sabotage event.
· Post on the RCIS under “CIP Free form”
· Send an SSRG e-mail



	4
	If the entity has determined the disturbance or unusual occurrence to be a “suspected sabotage event”:

· Verify that Federal Bureau of Investigation (FBI) field office closest to the event location has been notified.  If entity will not notify FBI, notify the appropriate Director or Manager of ERCOT Security (Cyber/Physical).  
· Notify the appropriate Director or Manager of ERCOT Security of each occurrence. 

· Send an SSRG e-mail

· Post on the RCIS, use the “Dept Homeland Security Form”
· Refer to 2.2.9 NERC and DOE Disturbance Reporting in a timely manner for additional reporting notifications
· Coordinate with the Manager, System Operations or designee and follow procedure 1.3.3 to initiate an SSRG conference call as deemed necessary



	5
	When the “suspected sabotage event” is determined to be closed by the entity:

· Send an SSRG e-mail

· Post follow-up on the RCIS, use the “Dept Homeland Security Form”

	
	


Shift Supervisor Desk Duty and Task List

Review the annotated Daily Outage Notes, List of Security Requirements, and written & verbal comments on the Transmission & Security desk.

On day shift, verify that the units required by the annotated Daily Outage Notes and security requirements are online.

During night shift, confirm that the resource plan is regularly reviewed to be certain security requirements are met.
2.

2.2.10

PUCT Daily Report
Procedure Purpose: To provide ERCOT system transparency to the PUCT staff and Market Participants 
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	Step
	Action

	NOTE:
	The PUC reports are to be generated twice per day:

In winter months at 0100 and 0500

In summer months at 1100 and 1500

The timing change will be determined by the Manager, System Operations.

	NOTE:
	Be able to provide a list of unplanned generation outages for the day if requested by the PUC.

	1
	Complete the PUCT Daily Report template at the appropriate times.

E-mail the report to the distribution list entitled “PUC-Available Generating Resources.” 

Do not add editorial comments to this report that reveal market sensitive data.  General comments that convey overall system conditions are allowed.

	2
	Revise the last report sent and resend it if:

· The probability of an EEA event increases. Give reason(s) for escalation

· Conditions change that required new notices to be issued or cancelled, such as, an OCN , Advisory, Watch, or Emergency Notice 

· A projected reserve capacity shortage develops 

· Local reliability concerns arise which include actual overloads and/or loss of load, especially the Laredo area

· The Gibbons Creek Bryan East/Green Prairie 138 kV double circuit transmission line trips, or if there are unplanned outages of the generation units in the area.

· Localized gas restrictions, not expected to cause reliability issues.

· DCS event occurs

· “ERCOT only” NERC and/or DOE event occurs. These events are market sensitive so provide a brief description without the market sensitive information.
When issuing Transmission Watches or Emergency Notices use the following language:

“At [time], ERCOT issued a Transmission [Watch or Emergency] due to the [planned or forced] outage of [facility that is out].  The post contingency of [name of contingency] would overload [name of overloaded element].”

Remember, if the facility out is a generator, use “a generating unit”.

	3
	Use the following guidelines to determine the potential for EEA when completing the PUCT Daily Report:
Potential for EEA Level 1

· Low 

· Sufficient capacity to cover peak demand
· An Advisory is in effect for Adjusted Responsive Reserves.
· Medium

· A Watch is in effect for Adjusted Responsive Reserves and/or 

· Loss or delay of generation availability during peak demand that may diminish Physical Responsive Reserves and/or

· Excel MAI shows multiple hours of insufficient reserves and there is belief it is a significant threat
· High 

· A Watch is in effect for Adjusted Responsive Reserves and trending downward after procuring quick-start capacity and/or
· Excel MAI shows multiple hours of insufficient reserves and ERCOT has been unable to correct the capacity insufficiency over several hours and ERCOT believes it is a significant threat
· Critical

· EEA Level 1 in effect

	4
	Potential for EEA Level 2A
· Low 

· Sufficient capacity to cover peak demand
· An Advisory is in effect for Adjusted Responsive Reserves

· Medium

· EEA Level 1 in effect
· High 
· Adjusted Responsive Reserve ≤ 2000 MW and trending downward
· Critical

· EEA Level 2A in effect

	5
	Potential for EEA Level 2B

· Low 

· Sufficient capacity to cover peak demand
· Medium
· EEA Level 2A in effect
· High 
· Adjusted Responsive Reserve < 1000 MW and trending downward, OR
· Unable to maintain frequency ≥ 59.9 Hz
· Critical

EEA Level 2B in effect

	6
	Potential for EEA Level 3

· Low 

· Sufficient capacity to cover peak demand
· Medium
· EEA Level 2A in effect
· High 
· EEA Level 2B (if available) in effect
· Adjusted Responsive Reserve < 1000 MW and trending downward, OR
· Unable to maintain frequency ≥ 59.9 Hz
· Critical

· EEA Level 3 in effect

	NOTE:
	When conditions have returned to normal, update report and e-mail.


2.7.5
Critical Data and/or Voice Communication Failures
Procedure Purpose: To ensure situational awareness during communication failure
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	Step
	Action

	1
	NOTIFY the Help Desk of the loss and request assistance to re-establish voice and/or data communications.  The EMMS Production group will be responsible for data communications and the Telecommunications group will be responsible for voice communications.

	2
	Use back-up communications if needed such as the Control Room cell phone or the Emergency Power Fail (EPF) phones to maintain communications with the other control room, TOs, QSEs, SPP and any other entities as needed.  The list of phone numbers is located in the Phone Book at Shift Supervisor’s Desk and also programmed into the cell phone.

	3
	IF the criticality and impact of events, failures, or incidents is such that Market Participants are or will be affected before the problem can be resolved, notify all market participants via HOTLINE or cell phone of the problem and expected duration.  REQUEST additional assistance from other support staff.  

	4
	If data failure, TO control centers can be reached on the ERCOT Black Start Satellite phone (see Section 7 of the Desktop Reference Guide: TDSP Satellite Phone Numbers), cell phone, or EPF phones.

	5
	RECORD the following in the shift log:

· Date

· Time of event

· Description of events, failures, or incident

· Actions taken and resolution

· Time of system or function restoration

	6
	When a critical problem affecting market participants is resolved, NOTIFY all participants via HOTLINE of the problem resolution.

	NOTE:
	See Phone Book at Shift Supervisor’s Desk.


2.7.7
Monthly Testing of Satellite Phone System
Procedure Purpose: To ensure ERCOT maintains communication capability via the Satellite Phone.
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	Step
	Action

	1
	On the first weekend of each month, between the hours of 0000 Saturday and 0500 Monday, test the Satellite Phone System with Transmission Operators to determine whether or not ERCOT has communication capability via the Satellite Phone System.

	NOTE:
	Use the ERCOT Satellite Phone User Guide located in Section 7 of the Desktop Guide for instructions on how to place a satellite phone call.

	2
	· Call each Transmission Service Provider using the preprogrammed number on the Turret Phone. 

Refer to page #2 of the ERCOT Satellite Phone User Guide for instructions. 

If there is no answer:

Call the Transmission Service Provider directly using the Satellite Phone number provided in Section 7 of the Desktop Guide.
· As contact is made with each Black Start Transmission Service Provider, establish a time when a Satellite Conference Bridge Call will be made from the appropriate ERCOT Operations Desk.

Refer to Section 7 of the Desktop Guide for a list of Transmission Operators, Satellite phone numbers and Moderator Pass Codes for each ERCOT Operations Desk.

	3
	When testing is completed by all desks, fill out Monthly Satellite Testing forms located in P:\ SYSTEM OPERATIONS “Satellite Testing Phone Testing Forms” folder.

	4
	File a hard copy in the control room.

	5
	Log the test date and results in the Shift Supervisors Operations Log.

	6
	When working out of the Back-up during the monthly scheduled dates, test at least one Satellite phone.

	7
	Send the compiled results of the Satellite phone test by e-mail to:

· 1 ERCOT Training Department
· 1 ERCOT Shift Supervisors



	NOTE:
	Not all Transmission Operators have satellite phones, so the call will be coming in on their regular landlines. You may verify whether or not they are communicating via satellite phone or regular landlines while testing.
































