	ERCOT Operating Procedure Manual

Transmission & Security Desk
	Procedures



Power Operations Bulletin # 404
ERCOT has revised the Transmission and Security Desk Procedure Manual.

The specific changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
	2.1.5   Three-Part Communication

	Step #
	Procedural Steps

	NOTE:
	NERC Reliability Standard COM-002-2 states:

Each Reliability Coordinator, Transmission Operator, and Balancing Authority shall issue directives in a clear, concise, and definitive manner, shall ensure the recipient of the directive repeats the information back correctly; and shall acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	NOTE:
	A directive is an authoritative instruction or direction; specific order.

	1
	ERCOT ISO is the Reliability Coordinator, Transmission Operator, and Balancing Authority.
When issuing a directive you shall follow the three-part communication:
· Issue the directive

· Receive a correct repeat back

· Give an acknowledgement
Failing to do any one of the three parts is a NERC Reliability Standard violation.

	2
	Many scripts have been place throughout the procedures as a reminder for the three-part communication.  However, a script can not be provided for every scenario.  Effective three-part communication skills are a requirement and non-compliant actions will be dealt with severely.


	2.1.6
Monitoring Outages in Real-Time Monitor Mode

	Step #
	Procedural Steps

	1
	Select the required outage or outages in the Outage Scheduler to be monitored in the Real-Time Monitor.

	2
	Select the “Toggle Monitor Flag” from the drop down and Apply.

	3
	Select switch to the Real-Time Monitor to view the monitored outage or outages.

	4
	Verify that the outage is being monitored by change in color to pink.

	5
	Monitor outages as required.

	6
	Log any issues as time permits


	2.1.7   Alarm Processing and Acknowledgment

	Step #
	Procedural Steps

	NOTE:
	The Alarm Displays for ERCOT are primarily used to show changes in equipment status.

The alarms are categorized based on alarm criticality and prioritization on the Alarm Summary Display:

Page 1: 345 KV Transmission Equipment Status

Page 2: 138 KV Transmission Equipment Status

Page 3: Generator Breaker, AVR, and SPS Status

Page 4: Transmission Line Overloads and Voltage Violations- critical alarms

Page 5: AGC Status

Page 6: RTNET Status

Page 7: ICCP Status

Page 8: EMS Task Application Status



	1
	Monitor the Alarm Summary Display pages 1, 2, 3, 4, and 8 as necessary to confirm system reliability status.

	2
	Take appropriate action as system conditions warrant.

	3
	Coordinate with the Frequency Control Desk to clear the alarms approximately every 2 to 3 hours or as needed.


2.2
Manage Transmission Congestion
	2.2.1 Real Time Constraint Activity Manager (RTCAM) Congestion Management

	Step #
	Procedural Steps

	NOTE:
	Local Congestion Management Techniques consist of OC3s, Unit specific dispatch instructions (OOME or VDIs), Remedial Action Plan (RAP), Pre-Contingency Action Plan (PCAP), Mitigation Plan (MP), and Temporary Outage Action Plans (TOAP).  TOAP guidelines are located in the Outage Notes. 

	NOTE:
	The order of steps in this procedure is a recommendation.  The system operator will determine the sequence of steps, or any additional actions required to ensure system security.

	NOTE:
	Phase shifters could at times be used to help with congesting management:

· Putnam – NW/WN transfers to increase CSC transfer capability

· Nelson Sharp – valley import during outages

· Hamilton Road – control wind export issues from McCamey area and occasionally Laredo import issues during outages
· North Laredo – control Laredo import issues during outages

	1
	VERIFY SFT is enabled in the MOI.

· This can be determined by making sure that the check box next to “Run SFT for Real-Time Markets” on the Real-Time Balancing Market display is checked.  If it is not checked, then check it.

	2
	DETERMINE if RTNET and RTCA has solved within 20 minutes.

	3
	If RTNET and RTCA have not solved within 20 minutes, refer to the “RTCA Call Out Procedure” in Section 2.1.3

	4
	DETERMINE if RTNET has solved with a solution status of “VALID SOLUTION – NO SFT CASE.”

· If RTNET has this solution, notify the State Estimator On-Call Engineer.

	5
	If RTCA has solved within 20 minutes, EXAMINE the RTCAM Branch Violations and Operating Constraints List.

	6
	EXAMINE the constraints with the “Active” check box filled in.

· VERIFY that an OC3 is created for all overloaded active constraints in the MOI by selecting the “constraint” tab from the “Real-Time Balancing Market” screen in the MOI.  In the Type column, sort descending.  All OC3s will be sorted to the top of the page.

· If an overloaded constraint is active in RTCAM, but the corresponding OC3 is missing from the MOI, LOWER the value in the “% Rating” column in RTCAM to tighten the constraint until the OC3 appears in the MOI.
· If an OC3 is active in the MOI, but the corresponding constraint in RTCAM is well below the monitored rating, INCREASE the value in the “% Rating” column in RTCAM to loosen the constraint.

	7
	When an OC3 deploys quick start units for congestion, do one of the following:

· Issue an “OOMC VDI” for settlements on the quick start unit(s) that are required to mitigate congestion
· Issue an OOME for quick start unit(s) using the OOM tool and keep the OC3 active, or 

· Use OOM tool to OOME for quick start unit(s) instead of activating an OC3, or 

· Issue a VDI to disregard the unit specific deployment and write “instructed deviation” on the VDI if congestion can be resolved without unit(s) 
· 
· 
· 
OOMC VDI for quick start units will only be given under the local congestion scenario, balancing and zonal deployments are not included.  

	8
	To activate a constraint, check the “Active” check box next to the constraint to be activated.  The text in this row of data will change to red and it will be immediately sorted to the top of the display.

	9
	To deactivate a constraint, uncheck the “Active” check box next to the constraint.  Uncheck the “Retain” check box as well, if desired.  Leaving the “Retain” box checked will only cause the constraint to remain on the Operating Constraints List display when an overload is not occurring.

	10
	To acknowledge constraints that are determined to be erroneous or are already accounted for, check the check box in the “Ack.” Column.  This will sort the constraint to the bottom of the display.

	11
	Special Protection Schemes (SPS), Remedial Action Plans (RAP), and Pre-Contingency Action Plan (PCAP) analysis

· EXAMINE the results in RTCAM for RAP or SPS activation, using the “SPS” and “RAP” columns on the Operating Constraints List display.

· If “SPS” and/or “RAP” is checked, EXAMINE the color of the background.  Refer to Appendix 4.1 for actions to be taken based on the color of the background.

· ADJUST initial “% Rating” higher if activating a constraint for a post-RAP/SPS overload if needed.  This is because RTCAM/SFT can not model RAP/SPS when generating OC3 constraints so they tend to over-constrain at 100 % of rating.

NOTE:  The electronic and hard copy for the RAPs, PCAPs, and MPs are to be considered current.  Should a conflict exist between the electronic and hard copy, the electronic version is to be used.  The electronic version is located at <\\cpwp004d\system operations\Remedial Action Plans>


	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	


	
	


	2.2.3
Zonal (CSC) Congestion Management

	Step #
	Procedural Steps

	NOTES:
	Each Transmission Operator shall operate so that instability, uncontrolled separation, or cascading outages will not occur as a result of the most severe single contingency.

The CSC Limits are computed and posted on the ERCOT website by Operation Support Engineering during the day-ahead planning process.  These limits are based on the day-ahead Resource Plans and forecasted system conditions.
Potential IROLs are defined in the day-ahead analyses or when changes in system conditions warrant further evaluation.  If a CSC has been marked as an IROL on the “Transmission Limits” sheet, ensure the limit is honored.  If the limit is exceeded, take all possible actions to get below the limit in 30 minutes or less.  
An OC1 should only be utilized for a zonal overload where both the contingency and the overloaded element include a CSC and/or CRE.

A current list of CSC/CRE DATA is posted on the following ERCOT website: http://mospublic.ercot.com/ercot/jsp/csc_cre.jsp

	IROL
	The North – Houston VSAT limit is an IROL; the actual flow MUST NOT exceed the limit for more than 30 minutes.  This is a violation of the NERC Reliability Standards.

	1
	Monitor and update the RTMONI limit page at least once an hour.  The number should be rounded to a whole number.  

	2
	When the CSC actual flow approaches or exceeds the limit from the “Real-Time CSC Limit Calculator”, Activate the OC1.

	3
	When RTCA shows a post contingency zonal overload and the CSC has not exceeded its’ limit on the “Real-Time CSC Limit Calculator, AND RTCA has solved within the last 10 minutes, then RTCA results should be used as a basis for managing zonal congestion, activate the OC1.  When the zonal overload has been resolved, restart the Real-Time CSC Limit Calculator for a new CSC limit.

	4
	If RTCA shows a post contingency zonal overload and the Real-Time CSC Limit Calculator has run, the application will display the letters OL (Over Limit).  Once the zonal overload has cleared in RTCA, restart the Real-Time CSC Limit Calculator application by activating the manual Run Sequence on RTCA.

	5
	If the Real-Time CSC Limit Calculator has run and the application does not display a limit and the element displays “Basecase overload”, “Temporarily Unavailable” or “Min West”; the previously published value will remain the same unless RTCA indicates a thermal or post contingent overload. 

	6
	In the event the Real-Time CSC Limit Calculator is inoperable.  Post the limits from “Transmission Limits to be Monitored” daily report to RTMONI.  If RTCA shows a post contingency overload before we get to the posted CSC limit start controlling to RTCA and post limit in RTMONI.  If you have reached the CSC limit and it hasn’t come in on RTCA, keep raising the posted limit until the new limit is defined by the RTCA results, then post it in RTMONI and start controlling to the new CSC limit.

	7
	The W-N and N-W OC1 should not be used for a contingency overload through the Putnam 138KV line UNLESS the Putnam Phase-Shifter is out of service.  If an overload on the Putnam 138kV lines shows in RTCA, have AEP adjust the phase-shifter set point lower to clear the overload.

	8
	If it appears that Zonal Techniques will fail to control the flow within 30 minutes, utilize Local Congestion Management Techniques:

· OOME/VDI resource down

· Post a message on the MIS:

Typical Script: “Zonal congestion management techniques have been unsuccessful in controlling the “[zone – zone]” CSC congestion.  Local techniques will also be utilized.”


	NOTE
	If Zonal Management Techniques failed to control Zonal Congestion and Local Congestion Management Techniques are being used, continue Zonal Techniques and release Local Congestion Management Techniques as soon as practical.


	9
	A PCAP exists to manage North – South congestion by opening the 138kV line between Goldthwaite and Brownwood.  The following reliability actions should be taken:

· Activate the North – South OC1
· Run a real-time snapshot study to determine if the PCAP works

·  The PCAP will cause local congestion, determine if enough generation can be moved to resolve the congestion.

· If so, activate the OC3 and deactivate the OC1

· If not, keep the OC1 activated

	10
	If Local Techniques fail to control a non zonal post contingency overload involving CSC/CRE elements within 30 minutes, utilize Zonal Congestion Management Techniques.

· A transmission condition has been identified causing unreliable operation or overloaded elements.
· An Emergency Notice must be declared by ERCOT before Zonal Techniques may be utilized

· Post a message on the MIS

Typical Script: “Local congestion management techniques have been unsuccessful in controlling the “[zone – zone]” CSC congestion.  Zonal techniques will also be utilized.”

	NOTE:
	Zonal limits may change due to an outage cancellation, extension of an outage, or the early completion of an outage.
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	2.2.7
SPS Intervention

	Step #
	Procedural Steps

	NOTE:
	If notified to take a SPS in/out of service, ensure OPS Planning is notified.

	NOTE
	Real Time Contingency Analysis (RTCA) indicates a Post Contingent overload(s) on a Contingency in which the SPS will not mitigate all the overloaded elements automatically.  In this case, Congestion Management techniques will be utilized to return the system to the state in which the SPS was designed to automatically relieve the overload.

	NOTE
	Use caution when adjusting the tolerance setting <100% in RTCA.  If the post-contingent loading on an element monitored by an SPS is above the tolerance threshold, but below the activation point of the SPS (100%), the RTCA result will be as if there is no SPS associated with the contingency. In this scenario congestion management is not be needed until the criteria in Appendix 4.1 is met. 

	NOTE
	Special Protection Schemes (SPS)

· EXAMINE the results in RTCA for SPS activation.

· If “SPS” is identified as a post contingent overload, EXAMINE the color of the background.  

· Refer to Appendix 4.1 for actions to be taken based on the color of the background.

	NOTE:
	Typically SPS’s are to solve post-contingent overloads on the Transmission System.  Due to outages, either (Planned or Forced) the Transmission topology is changed temporarily.  During these conditions the ERCOT Transmission & Security operator(s) will utilize Congestion Management techniques to prevent any known SPS from operating in a pre-contingent state.

	1
	Monitor the Excel spreadsheet “Real Time Values”
· Each SPS will be displayed, as the SPS activation threshold increases the display changes colors
· Greater than 80% but less than 90% turns Orange
· Greater than 90% turns Red

	2
	If the system operator receives a call from a TSP or as the threshold increases on the SPS to greater than 90%, then congestion management techniques should be employed in an attempt to prevent its’ activation. 

	NOTE:
	If an SPS operates refer to procedure:

·  2.1.4  OOME – VDI Guidelines
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	2.4.1
Respond to Voltage Issues

	Step #
	Procedural Steps

	NOTE:
	In compliance with ERCOT protocols 6.5.6 and 6.5.7, ERCOT posts the "normal" desired voltage for each generation interconnection.  The current profiles for generators may be found at: 

http://www.ercot.com/gridinfo/generation/voltprof/index.html

	1
	When indicated, by SCADA alarms or when notified by a Transmission Operator of voltage concerns, TAKE appropriate action.

	2
	Use displays that contain voltages that are of concern.

	3
	INITIATE a solution in collaboration with the appropriate Transmission Operator and QSEs in the area.

	Note:
	ERCOT Nominal voltage levels are 345 kV, 138 kV and 69 kV.

The general voltage guidelines are:             
             Nominal Voltage (kV)      Operating Limits (kV)     Ideal Voltage Range (kV)


345


 327.75-362.25
            345-359



138

              131.1-144.9

            138-144



 69

              65.55-72.45

             69-71.5



	NOTE:
	When a VDI is given to a QSE requesting voltage support, the VDI will direct the QSE to maintain a specified voltage set point. The VDI shall not attempt to quantify the change in generator MW output necessary to maintain the voltage set point.

	4
	Instruction to a QSE to raise or lower bus voltage when area TOs have utilized all static Reactive Power Resources (capacitors, reactors, change in transformer taps):

Typical script: 

“This is ERCOT operator [first and last name].  ERCOT is requesting [QSE] to raise or lower voltage at a [specified bus] by a stated number of kV (e.g., + 1 or 2 kV or – 1 or 2 kV).  [QSE] please repeat this directive back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.
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	2.5.8
Block Load Transfer

	Step #
	Procedural Steps

	NOTE:
	Restoration of service to outage customers using BLT’s will be accomplished as quickly as possible if the transfers will not jeopardize the reliability of the ERCOT System and only under specific Dispatch Instructions from ERCOT.

	NOTE:
	The necessary Market Participant agreements, metering, and ERCOT settlement systems are to be in place prior to implementation of any BLT.  For verification information, refer to the Shift Supervisors procedure book (Registered BLTs tab) for a current list of registered BLTs.  All other BLTs need verification from Wholesale Client Services prior to implementation.

	1
	If ERCOT picks up load from CFE or SPP, execute the following:

· Determine with the TO an estimated time it will take to transfer the load
· Determine the amount of load being transferred into ERCOT
· Consult with the Operation Engineering Support to ensure system security has been addressed
· Notify the Manager, System Operations and the Manager of Wholesale Client Services by e-mail that a BLT has been initiated.  If the BLT is not on the current list of registered BLTs, notify by phone
· Once it has been determined which QSE will supply the energy, issue a VDI to that QSE

· If the TO requests a VDI, issue a VDI to the TO
· Coordinate/Notify SPP and/or CFE (Communications with CFE will be coordinated through AEP Corpus)
· 

	2
	Congestion management issues that arise from switching variations due to BLTs will be handled per ERCOT’s congestion management procedures.

	3
	If CFE or SPP picks up load for ERCOT, execute the following:

· Issue an Alert or Emergency Notice

· Determine with the TO an estimated time it will take to transfer the load

· Determine the amount of load being transferred out of ERCOT
·  Notify the Manager, System Operations and the Manager, Wholesale Client Services by e-mail that a BLT has been initiated. If the BLT is not on the current list of registered BLTs, notify by phone

·  Once it has been determined which QSE will supply the energy, issue a VDI to that QSE
· If the TO requests a VDI, issue a VDI to the TO

· Coordinate/Notify SPP and/or CFE (Communications with CFE will be coordinated through AEP Corpus)
· 

	4
	BLTs to or from ERCOT may be curtailed or terminated in order to maintain the reliability of the supporting system.  Discuss with TO the process and time it will take to separate the connection if a reliability issue arises.

	5
	When a VDI is required follow the 2.6.1 Issue Verbal Dispatch Instructions (VDI) procedure.

	6
	Forward the VDI form to the Shift Supervisor, as time permits.























