	

	



Power Operations Bulletin # 401
ERCOT has revised the Transmission & Security Desk Procedure Manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
1.  Introduction
1.1
Purpose

This procedure provides the System Operator assigned to the Transmission and Security Desk with detailed procedures required for performing duties assigned to that position.  

The Transmission and Security Desk shall ensure that the transmission system is operated so that instability, uncontrolled separation, or cascading outage will not occur as a result of the most severe single Contingency.  The Transmission and Security Desk directs ERCOT Transmission Operators or other Market Participants as required while maintaining or restoring the security/reliability of the ERCOT System.

1.2
Scope
The instructions contained in this procedure are limited to those required for the Transmission and Security Desk.  Instructions for other ERCOT control room positions are contained in separate procedures, one for each position.  This procedure does not imply that the duties contained herein are the only duties to be performed by this position.  The individual assigned to this position will be required to follow any other instructions and to perform any other duties as required or requested by appropriate ERCOT supervision.

1.3
Roles and Responsibilities
ERCOT Shift Supervisor

The ERCOT Shift Supervisor is responsible for supervision of the ERCOT Transmission and Security Desk position and may at times be responsible for performing the procedures contained in this manual.

ERCOT System Operator, Transmission & Security Desk

The ERCOT System Operator – Transmission and Security Desk position represents the following NERC functional entities collectively for the ERCOT ISO at any time:
· Reliability Coordinator

· Balancing Authority

· Transmission Operator

This representation includes the responsibility and clear decision making authority during normal and emergency conditions to direct and implement real-time actions to ensure the stable and reliable operation of the ERCOT electric system.  These actions shall include shedding of firm load to prevent or alleviate System Operating Limit (SOL) or Interconnection Reliability Operating Limit (IROL) violations without obtaining approval from higher-level personnel.
1.4
General Duties
1. Respond to Market Participant Questions and Issues.

a. Receive questions and issues from Market Participants as they are submitted.

b. Respond to Market Participant questions and issues when appropriate information is available.

c. Refer any questions or issues for which information is not available to the Shift Supervisor and request that appropriate information be provided.

2. Generally, all notices that require posting in this procedure are the responsibility of the Transmission and Security Desk Operator.  If the Transmission and Security Desk Operator is unable to post a notice in a timely fashion, then any other operator or Shift Supervisor may post it.

	2.1.1
System Overview

	Step #
	Procedural Steps

	1
	REVIEW each of the following as necessary to confirm system reliability status

· Alarms
· State Estimator (SE)
· Real Time Contingency Analysis (RTCA)
· Real Time Constraint Analysis (RTCAM)
· Approved and Forced Outages

· Load Forecast

· Daily Transmission Limits
· Voltage and Stability Limits

· Real Time Monitoring (RTMONI)

· Real Time Balancing Market

· Real Time Reserve Monitoring


	2.1.2   Real Time Contingency Analysis (RTCA) Constraint Validation

	Step #
	Procedural Steps

	NOTE:
	The order of steps in this procedure is a recommendation.  The system operator will determine the sequence of steps, or any additional actions required to ensure system security.

Zonal Congestion Management Techniques are OC1s.  Deployment of Non-Spin may be used if approved by the Shift Supervisor.
Local Congestion Management Techniques consist of OC3s, unit specific dispatch instructions (OOME or VDIs), Remedial Action Plan (RAP), Pre-Contingency Action Plan (PCAP), Mitigation Plan (MP), and Temporary Outage Action Plans (TOAP).  TOAP guidelines are located in the Outage Notes.  Unit specific dispatch instructions may be determined by Shift Factors or studies, whichever the system operator deems most appropriate. 
If there is a difference in line ratings between ERCOT and the TO, the most limiting rating will be used until the correct rating can be determined.

	NOTE:
	Critical facilities are the ERCOT defined contingencies that show up after running Real Time Contingency Analysis (RTCA) as a post-contingency overload.  This list is located in the Energy Management System (EMS) and a hardcopy is located on the ERCOT website under ‘Grid Information’ in the Transmission section. 

“Operations Contingency List (ESCA)” link:

 http://www.ercot.com/content/gridinfo/transmission/docs/ERCOT_Contingency_GRPList_2008.xls
A potential critical facility becomes a critical facility when the contingency appears on RTCA as a post-contingency overload.

	1
	VERIFY RTNET and RTCA processes are enabled.  If not, enable them.

	2
	Determine if RTCA has run within 20 minutes.

	3
	If RTCA has not run within 20 minutes, refer to “RTCA Call Out Procedure” in section 2.1.3.

	4
	If RTCA has run within 20 minutes, EXAMINE the RTCA contingency violations “Branch” summary, and ENSURE that no post contingency overloads greater than 100% of the emergency rating exist.  IF post-contingency overloads greater than 100% of the Emergency Rating exist, 

· ENSURE that no Special Protection Scheme (SPS), Remedial Action Plan (RAP), Pre-Contingency Action Plan (PCAP), Temporary Outage Action Plan (TOAP), or Mitigation Plan (MP) exists to alleviate the loading post contingency, AND 

· ENSURE the Pre-contingency value listed on the violation summary is reasonably accurate.

NOTE:  The electronic and hard copy for the RAPs, PCAPs, and MPs are to be considered current.  Should a conflict exist between the electronic and hard copy, the electronic version is to be used.
The electronic version is located at <\\cpwp004d\system operations\Remedial Action Plans> 

A hardcopy of the SPSs is maintained on the floor by the Operations Support Administrative Assistant.
TOAPs are located in the daily Outage Notes.

	4a
	If RTCA has run within 20 minutes, EXAMINE the RTCA contingency violations “Voltage” summary (it has multiple pages), and ENSURE that no post contingency over voltage violations greater that the emergency switchyard voltage rating exists at the STP and CPSES 345 kV buses.

For Comanche Peak

System

345 kV

138kV

Nominal Voltage

352 kV

141 kV

Tolerance

+2.56% or
 -3.40%

+2.13% or

- 4.26%

Maximum Voltage

361 kV

144
Minimum Voltage

340 kV

135
For South Texas Project

System

345 kV

Nominal  Voltage

362.25 kV

Tolerance

+2% or -4%

Maximum Voltage

369.5 kV

Minimum Voltage

347.8 kV

If post-contingency violations greater than the Emergency Rating exist, COORDINATE with the Transmission Operator and QSE and take the DIRECT appropriate voltage control action.

	5
	IF the pre-contingency value appears to be accurate and a SPS, RAP, PCAP, TOAP, or MP exists, refer to the respective procedure and operate accordingly.

	6
	IF the SCADA is of similar magnitude to the Pre-contingency value and no SPS, RAP, PCAP, TOAP, or MP exist, go to step 8.

	NOTE:
	When making any changes to the SCADA database, document the changes using the SCADA tagging function.  Refer to Addendum 1 for guidance.

	7
	IF the Pre-contingency value appears to be inaccurate, do NOT employ congestion management techniques.  
· Inform the Shift Supervisor and he/she will decide if an Operations Support Engineer should be called.

	8
	IF post contingency overloads greater than 100% exist without an SPS, RAP, PCAP, or a TOAP is in place to relieve, EMPLOY congestion management techniques to eliminate the post contingency overloading.

	9
	IF post contingency overloads greater than 100% of the “15-minute Rating” exist with a RAP in place to relieve, EMPLOY congestion management techniques to reduce the predicted post contingency loading to no more than 100% of the 15-minute rating.  

	10
	IF any RTCA results predict a Facility Rating will exceed post-contingency loading 125% or greater of the facility’s Emergency Rating, this is considered to be a potential IROL.  Take additional manual actions as necessary to resolve the contingency overload within 30 minutes.  

Notify the on-call Operations Support Engineer and ask for a Mitigation Plan if one does not exist.

If the system operator determines that the Pre-contingency value or system topology is incorrect, OR if a SPS, RAP, PCAP, TOAP, or MP exists, step 10 may be omitted.

	11
	If congestion management techniques fail to resolve congestion and the transmission system is beyond first contingency criteria, ISSUE an Alert per section 2.5.3.  

	12
	Periodically check the Base Case violations display for Thermal overloads.  A “thermal overload in real-time” means loading above 100 % of the NORM/Continuous rating. 

	13
	If a valid Thermal overload exists in real-time, EMPLOY congestion management techniques to relieve the overload.
System Operators have the authority to take or direct timely and appropriate real-time action, up to and including shedding firm load to alleviate System Operating Limit violations.

If the system operator determines that the Pre-contingency value or system topology is incorrect, step 13 may be omitted.

	14
	Periodically check the “Contingency Solution Results” display.  If there are unsolved contingencies, run the State Estimator again.  If unsolved contingencies remain, call the on-call State Estimator Support Engineer. 
If any unsolved (pink) contingencies exist for an extended period of time, as time permits, notify the on-call Operations Support Engineer.

· Contingencies that are known to remain unsolved, or have been reported before, may not be included in the unsolved contingencies.


	2.1.3   Analysis Tool Outages

	Step #
	Procedural Steps

	NOTE:
	The Reliability Coordinator must ensure SOL and IROL monitoring continues if analysis tools are unavailable.  The analysis tools needed are:

· State Estimator

· RTCA

· VSAT



	
	
· 
· 
· 

	1
	If RTCA or the State Estimator has not solved within the last 15 minutes, refer to Appendix 8 and run through the checklist. 


If, after trying all the checks and RTCA and/or the State Estimator still has not solved, notify the on-call State Estimator Support Engineer and request the tool(s) be restored to operation as soon as possible.
If RTCA will not solve but the EMS is available notify the on-call Operations Engineer to request limits be calculated manually.

	2
	If RTCA or the State Estimator has NOT solved within the last 30 minutes or ERCOT ISO has experienced a critical failure of its EMS: 
Make a Hotline call to the ERCOT Transmission Operators:
Typical Script:  “This is ERCOT operator [first and last name], ERCOT’s RTCA and State Estimator have not solved in the last 30 minutes.  Please monitor your own service area and notify ERCOT when thermal limits reach 85% of their continuous rating.  Report zonal CSC transfers, and West - North and North – Houston stability limits when power flows reach 85% of their respective limits.  Continue to monitor voltages in your area.  Notify ERCOT of any abnormal line operations in your area.”  [Select TO], “Please repeat that back for me.”

If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the entire process until the repeat back is correct.



	3
	Once RTCA and State Estimator are operational:

Make a Hotline call to the ERCOT Transmission Operators:

Typical Script:  “This is ERCOT operator [first and last name], ERCOT’s RTCA and State Estimator are now functioning and we are now back to normal operations.  [Select TO], “Please repeat that back for me.”
If the repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the entire process until the repeat back is correct.

	4
	If VSAT has not solved within 1.5 hours:

· Manually run VSAT
· If no results, contact Operations Planning Support
· If RTMONI is unavailable, the last good value will be recorded in PI or on the website.  
· If transmission outages start/end during the failed period, refer to Operations Engineering Day-ahead limits which incorporate outage analysis.  

	
	

	
	

	
	


	2.2.3
Zonal (CSC) Congestion Management

	Step #
	Procedural Steps

	NOTES:
	Each Transmission Operator shall operate so that instability, uncontrolled separation, or cascading outages will not occur as a result of the most severe single contingency.

The CSC Limits are computed and posted on the ERCOT website by Operation Support Engineering during the day-ahead planning process.  These limits are based on the day-ahead Resource Plans and forecasted system conditions.
Potential IROLs are defined in the day-ahead analyses or when changes in system conditions warrant further evaluation.  If a CSC has been marked as an IROL on the “Transmission Limits” sheet, ensure the limit is honored.  If the limit is exceeded, take all possible actions to get below the limit in 30 minutes or less.  
An OC1 should only be utilized for a zonal overload where both the contingency and the overloaded element include a CSC and/or CRE.

A current list of CSC/CRE DATA is posted on the following ERCOT website: http://mospublic.ercot.com/ercot/jsp/csc_cre.jsp

	IROL
	The North – Houston VSAT limit is an IROL; the actual flow MUST NOT exceed the limit for more than 30 minutes.  This is a violation of the NERC Reliability Standards.

	1
	Monitor and update the RTMONI limit page at least once an hour.  The number should be rounded to a whole number.  

	2
	When the CSC actual flow approaches or exceeds the limit from the “Real-Time CSC Limit Calculator”, Activate the OC1.

	3
	When RTCA shows a post contingency zonal overload and the CSC has not exceeded its’ limit on the “Real-Time CSC Limit Calculator, AND RTCA has solved within the last 10 minutes, then RTCA results should be used as a basis for managing zonal congestion, activate the OC1.  When the zonal overload has been resolved, restart the Real-Time CSC Limit Calculator for a new CSC limit.

	4
	If RTCA shows a post contingency zonal overload and the Real-Time CSC Limit Calculator has run, the application will display the letters OL (Over Limit).  Once the zonal overload has cleared in RTCA, restart the Real-Time CSC Limit Calculator application by activating the manual Run Sequence on RTCA.

	5
	If the Real-Time CSC Limit Calculator has run and the application does not display a limit and the element displays “Basecase overload”, “Temporarily Unavailable” or “Min West”; the previously published value will remain the same unless RTCA indicates a thermal or post contingent overload. 

	6
	In the event the Real-Time CSC Limit Calculator is inoperable.  Post the limits from “Transmission Limits to be Monitored” daily report to RTMONI.  If RTCA shows a post contingency overload before we get to the posted CSC limit start controlling to RTCA and post limit in RTMONI.  If you have reached the CSC limit and it hasn’t come in on RTCA, keep raising the posted limit until the new limit is defined by the RTCA results, then post it in RTMONI and start controlling to the new CSC limit.

	7
	The W-N and N-W OC1 should not be used for a contingency overload through the Putnam 138KV line UNLESS the Putnam Phase-Shifter is out of service.  If an overload on the Putnam 138kV lines shows in RTCA, have AEP adjust the phase-shifter set point lower to clear the overload.

	8
	If it appears that Zonal Techniques will fail to control the flow within 30 minutes, utilize Local Congestion Management Techniques:

· OOME/VDI resource down

· Post a message on the MIS:

Typical Script: “Zonal congestion management techniques have been unsuccessful in controlling the “[zone – zone]” CSC congestion.  Local techniques will also be utilized.”

	9
	A PCAP exists to manage North – South congestion by opening the 138kV line between Goldthwaite and Brownwood.  The following reliability actions should be taken:

· Activate the North – South OC1
· Run a real-time snapshot study to determine if the PCAP works

·  The PCAP will cause local congestion, determine if enough generation can be moved to resolve the congestion.

· If so, activate the OC3 and deactivate the OC1

· If not, keep the OC1 activated

	10
	If Local Techniques fail to control a non zonal post contingency overload involving CSC/CRE elements within 30 minutes, utilize Zonal Congestion Management Techniques.

· A transmission condition has been identified causing unreliable operation or overloaded elements.
· An Emergency Notice must be declared by ERCOT before Zonal Techniques may be utilized

· Post a message on the MIS

Typical Script: “Local congestion management techniques have been unsuccessful in controlling the “[zone – zone]” CSC congestion.  Zonal techniques will also be utilized.”

	NOTE:
	Zonal limits may change due to an outage cancellation, extension of an outage, or the early completion of an outage.


	2.5.6
Implement EECP

	Step #
	Procedural Steps

	NOTE:  
	The Frequency Control Desk will implement applicable steps of the EECP. 

EECP STEPS in this procedure are to be implemented in concert with the Frequency Control Desk EECP procedures.

Public media appeals may be enacted prior to EECP as deemed necessary by the Shift Supervisor. When a media appeal for voluntary energy conservation is enacted TOs should be notified via Hotline call. 
For the purpose of this procedure, Physical Responsive Capability PRC plus Responsive Reserve Service (RRS) provided from LaaRs as defined and used in the ERCOT Operating Guides Section 1.6 and 4.5.3.3 shall be referred to as Adjusted Responsive Reserves.

	NOTE:
	Whenever the QSE or TO hotline is used to issue an Emergency Notice that any step of EECP is being implemented, direct all hotline participants to remain on the line until a hotline participant of your choice correctly repeats back to you the directive. If the repeat back is not acceptable, restate the directive and direct them to repeat back again. Continue until an acceptable repeat back is received.

	NOTE:
	IF frequency falls below 59.8 Hz, ERCOT CAN immediately implement EECP Step 4.

IF frequency falls below 59.5 Hz, ERCOT SHALL immediately implement EECP Step 4.


	1a
	Implement EECP Step 1 IF:
· Adjusted Responsive Reserves fall below 2300 MW, OR
· ERCOT has deployed over 760 MW of Responsive Reserve Service (RRS) supplied from generation resources in response to low frequency due to a capacity insufficiency.

 Reference Display: 

Generation Area Status, Generation Reserve Status, Available Details, ERCOT ON UNIT ERCOT Load Acting As Resource (LaaR)

	1b
	Using the Hotline, notify all TOs to implement EECP STEP 1.

· When TOs have answered the Hotline, print Hotline log.
Typical script:
“This is ERCOT operator [first and last name].  ERCOT is implementing EECP STEP 1.  [TO] please repeat this back to me.  That is correct, thank you.”
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	1c
	Ensure printed Hotline log has date, time, and reason for call information.  Forward to Shift Supervisor, as time permits.

	1d
	Ensure the following is complete:
· EECP Step 1 is posted on the Emergency Notification System (ENS) short version – 32 characters
· EECP Step 1 is posted on the Market Information System (MIS)



	2a
	In addition to measures associated with STEP 1;
Implement EECP Step 2 IF, 

· EECP Step 1 fails to maintain Adjusted Responsive Reserves equal to or greater than 1750 MW
Reference Display: 

Generation Area Status, Generation Reserve Status, Available Details, ERCOT ON UNIT ERCOT Load Acting As Resource (LaaR)

	2b
	Using the hotline, notify all TOs to implement EECP STEP 2.

· When TOs have answered the Hotline, print Hotline log.
Typical script: 

“This is ERCOT operator [first and last name]. ERCOT is implementing EECP STEP 2; 
· LaaRs are being deployed
· If local operating conditions permit, TOs are to reduce customer loads by
using distribution voltage reduction measures
· Report back to ERCOT when these actions have been initiated and/or completed
[ TO] please repeat this directive back to me.  That is correct, thank you.”
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	2c
	Ensure printed Hotline log has date, time, and reason for call information.  Forward to Shift Supervisor, as time permits.

	2d
	Verify and log the following as appropriate:

· Block Load Transfers (BLTs) have been implemented as appropriate.
· Distribution voltage reduction measures that have been taken.



	
	




	3a
	In addition to measures associated with STEP 1 & 2;

Implement EECP Step 3 IF:
 LaaRs have been deployed AND EILS has been procured, AND any of the following occur:

· Frequency drops below 60.00 Hz, OR

· Frequency begins to trend down with no indication for recovery, OR
· Adjusted Responsive Reserves continue to trend down, OR
· Adjusted Responsive Reserves are no longer available.



	NOTE:
	Unless a media appeal is already in effect, one is required in this step.  Ask the Shift Supervisor about the issuance of the media appeal for voluntary energy conservation. 
Notify TOs that a media appeal for voluntary energy conservation is in effect via Hotline.

	NOTE:
	When a deployment of EILS is implemented and the event is still in effect when one Time Period ends and the other begins, deployed EILS Resources will remain deployed until, at ERCOT’s discretion, they are recalled via a Hotline call to all QSEs.  QSEs representing EILS Resources that are obligated in the new Time Period shall not deploy the newly obligated EILS Resources unless instructed to do so by ERCOT.  

ERCOT System Operators will make reasonable efforts to recall EILS Resources that are no longer obligated due to the expiration of a Time Period.



	3b
	Using the hotline, notify all TOs to implement EECP STEP 3.
· When TOs have answered the Hotline, print the Hotline log
Typical script:
“This is ERCOT operator [first and last name].  ERCOT is implementing EECP Step 3.  EILS are being deployed.  [TO] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	3c
	Ensure printed Hotline log has date, time, and reason for call information.  Forward to Shift Supervisor, as time permits.


	4a
	In addition to measures associated with STEP 1, 2 & 3;

Implement EECP Step 4 IF:
· Frequency drops below 59.80 Hz, OR
· Frequency begins to trend down with no indication for recovery, OR

· Adjusted Responsive Reserves continue to trend down, OR

· Adjusted Responsive Reserves are no longer available.

	NOTE:
	Firm load is to be shed in 100 MW blocks.

TOs will keep in mind the need to protect the safety and health of the community and the essential human needs of the citizens.  Whenever possible, TSPs shall not manually drop load connected to under-frequency relays during the implementation of EECP.

	4b
	Using the hotline, notify all TOs to implement EECP STEP 4.

· When TOs have answered the Hotline, print the Hotline log.
Typical script:
“This is ERCOT operator [first and last name]. ERCOT is implementing EECP Step 4.  ERCOT is instructing all Transmission Operators to shed their share of <amount> MW.  Transmission Operators are to report to ERCOT when this task is complete and give the amount of load shed.  [TO] please repeat this directive back to me.  That is correct, thank you.”
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	4c
	Ensure printed Hotline log has date, time, and reason for call information.  Forward to Shift Supervisor, as time permits.

	4d
	Inform the Frequency Control Desk Operator that notifications have been completed to the Transmission Operators to shed firm load.

	4e
	Verify and log the following as appropriate:

· Block Load Transfers (BLTs) have been implemented as appropriate.

· Distribution voltage reduction measures have been taken where possible
· Load shed instructions have been received and enacted.


	2.5.9
Restoration of Primary Control Center Functionality 

	Step #
	Procedural Steps

	PURPOSE:
	This procedure is to be performed by Transmission and Security Desk Operator at the Back-up Control Center (BCC) in restoring Real-Time operations.

· Additional staff has arrived, including a Shift Supervisor,

· BCC has become PCC,

· All EMS applications up and functioning properly 

	NOTE:
	Before normal operation can be restored, be sure to communicate with the other desks to determine the current state of the grid and any communications that may have taken place with Market Participants.

	Prior to Resuming Congestion Management
	Upon arrival to the BCC:

· Check with the Frequency Control Desk Operator to find out about any calls received from TOs and if any VDIs were issued,

· Check with Operating Period Desk Operator to find out if RTBM deployments have resumed.

	Market Notification
	When you are ready to resume normal operation, place the following Hotline call to the TOs:

· Typical Script:  “This is ERCOT operator [first and last name], ERCOT is resuming normal, Real-Time operations from the back-up control center.  Until further notice, direct all Transmission and Security related phone calls to (512) 225-7130.”  [Select TO], “Please repeat that back for me.”

· If repeat back is CORRECT, “That is correct, thank you.”

If INCORRECT, repeat the entire process until the repeat back is correct.

	Operator Technical Logs
	RECORD the following in the shift log:

· Date

· Time of event

· Description of events, failures, or incident

· Actions taken and resolution

· Time of system or function restoration























