Power Operations Bulletin # 394
ERCOT has revised the Transmission & Security Desk Procedure Manual.

The Various Changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
1. Introduction

1.1
Purpose

This procedure provides the System Operator assigned to the Transmission and Security Desk with detailed procedures required for performing duties assigned to that position.  

The Transmission and Security Desk shall ensure that the transmission system is operated so that instability, uncontrolled separation, or cascading outage will not occur as a result of the most severe single Contingency.  The Transmission and Security Desk directs Transmission Operators or other Market Participants as required while maintaining or restoring the security/reliability of the ERCOT System.

1.2
Scope
The instructions contained in this procedure are limited to those required for the Transmission and Security Desk.  Instructions for other ERCOT control room positions are contained in separate procedures, one for each position.  This procedure does not imply that the duties contained herein are the only duties to be performed by this position.  The individual assigned to this position will be required to follow any other instructions and to perform any other duties as required or requested by appropriate ERCOT supervision.

1.3
Roles and Responsibilities
ERCOT Shift Supervisor

The ERCOT Shift Supervisor is responsible for supervision of the ERCOT Transmission and Security Desk position and may at times be responsible for performing the procedures contained in this manual.

ERCOT System Operator, Transmission & Security Desk

The ERCOT System Operator – Transmission and Security Desk position represents the following NERC functional entities collectively for the ERCOT ISO at any time:
· Reliability Coordinator

· Balancing Authority

· Transmission Operator
This representation includes the responsibility and clear decision making authority during normal and emergency conditions to direct and implement real-time actions to ensure the stable and reliable operation of the ERCOT electric system.  These actions shall include shedding of firm load without obtaining approval from higher-level personnel.
1.4
General Duties
1. Respond to Market Participant Questions and Issues.

a. Receive questions and issues from Market Participants as they are submitted.

b. Respond to Market Participant questions and issues when appropriate information is available.

c. Refer any questions or issues for which information is not available to the Shift Supervisor and request that appropriate information be provided.

2. Generally, all notices that require posting in this procedure are the responsibility of the Transmission and Security Desk Operator.  If the Transmission and Security Desk Operator is unable to post a notice in a timely fashion, then any other operator or Shift Supervisor may post it.

	2.1.2   Real Time Contingency Analysis (RTCA) Constraint Validation

	Step #
	Procedural Steps

	NOTE:
	The order of steps in this procedure is a recommendation.  The system operator will determine the sequence of steps, or any additional actions required to ensure system security.

Zonal Congestion Management Techniques are OC1s.  Deployment of Non-Spin may be used if approved by the Shift Supervisor.
Local Congestion Management Techniques consist of OC3s, unit specific dispatch instructions (OOME or VDIs), Remedial Action Plan (RAP), Pre-Contingency Action Plan (PCAP), Mitigation Plan (MP), and Temporary Outage Action Plans (TOAP).  TOAP guidelines are located in the Outage Notes.  Unit specific dispatch instructions may be determined by Shift Factors or studies, whichever the system operator deems most appropriate. 
If there is a difference in line ratings between ERCOT and the TO, the most limiting rating will be used until the correct rating can be determined.

	1
	VERIFY RTNET and RTCA processes are enabled.  If not, enable them.

	2
	Determine if RTCA has run within 20 minutes.

	3
	If RTCA has not run within 20 minutes, refer to “RTCA Call Out Procedure” in section 2.1.3.

	4
	If RTCA has run within 20 minutes, EXAMINE the RTCA contingency violations “Branch” summary, and ENSURE that no post contingency overloads greater than 100% of the emergency rating exist.  IF post-contingency overloads greater than 100% of the Emergency Rating exist, 

· ENSURE that no Special Protection Scheme (SPS), Remedial Action Plan (RAP), Pre-Contingency Action Plan (PCAP), Temporary Outage Action Plan (TOAP), or Mitigation Plan (MP) exists to alleviate the loading post contingency, AND 

· ENSURE the Pre-contingency value listed on the violation summary is reasonably accurate.

NOTE:  The electronic and hard copy for the RAPs, PCAPs, and MPs are to be considered current.  Should a conflict exist between the electronic and hard copy, the electronic version is to be used.
The electronic version is located at <\\cpwp004d\system operations\Remedial Action Plans> 

A hardcopy of the SPSs is maintained on the floor by the Operations Support Administrative Assistant.
TOAPs are located in the daily Outage Notes.

	4a
	If RTCA has run within 20 minutes, EXAMINE the RTCA contingency violations “Voltage” summary (it has multiple pages), and ENSURE that no post contingency over voltage violations greater that the emergency switchyard voltage rating exists at the STP and CPSES 345 kV buses.

For Comanche Peak

System

345 kV

138kV

Nominal Voltage

352 kV

141 kV

Tolerance

+2.56% or
 -3.40%

+2.13% or

- 4.26%

Maximum Voltage

361 kV

144
Minimum Voltage

340 kV

135
For South Texas Project

System

345 kV

Nominal  Voltage

362.25 kV

Tolerance

+2% or -4%

Maximum Voltage

369.5 kV

Minimum Voltage

347.8 kV

If post-contingency violations greater than the Emergency Rating exist, COORDINATE with the Transmission Operator and QSE and take the DIRECT appropriate voltage control action.

	5
	IF the pre-contingency value appears to be accurate and a SPS, RAP, PCAP, TOAP, or MP exists, refer to the respective procedure and operate accordingly.

	6
	IF the SCADA is of similar magnitude to the Pre-contingency value and no SPS, RAP, PCAP, TOAP, or MP exist, go to step 8.

	NOTE:
	When making any changes to the SCADA database, document the changes using the SCADA tagging function.  Refer to Addendum 1 for guidance.

	7
	IF the Pre-contingency value appears to be inaccurate, do NOT employ congestion management techniques.  
· Inform the Shift Supervisor and he/she will decide if an Operations Support Engineer should be called.

	8
	IF post contingency overloads greater than 100% exist without an SPS, RAP, PCAP, or a TOAP is in place to relieve, EMPLOY congestion management techniques to eliminate the post contingency overloading.

	9
	IF post contingency overloads greater than 100% of the “15-minute Rating” exist with a RAP in place to relieve, EMPLOY congestion management techniques to reduce the predicted post contingency loading to no more than 100% of the 15-minute rating.  

	10
	IF any RTCA results predict a Facility Rating will exceed post-contingency loading 125% or greater of the facility’s Emergency Rating, this is considered to be a potential IROL.  Take additional manual actions as necessary to resolve the contingency overload within 30 minutes.  

Notify the on-call Operations Support Engineer and ask for a Mitigation Plan if one does not exist.

If the system operator determines that the Pre-contingency value or system topology is incorrect, OR if a SPS, RAP, PCAP, TOAP, or MP exists, step 10 may be omitted.

	11
	If congestion management techniques fail to resolve congestion and the transmission system is beyond first contingency criteria, ISSUE an Alert per section 2.5.3.  

	12
	Periodically check the Base Case violations display for Thermal overloads.  A “thermal overload in real-time” means loading above 100 % of the NORM/Continuous rating. 

	13
	If a valid Thermal overload exists in real-time, EMPLOY congestion management techniques to relieve the overload.
System Operators have the authority to take or direct timely and appropriate real-time action, up to and including shedding firm load to alleviate System Operating Limit violations.

If the system operator determines that the Pre-contingency value or system topology is incorrect, step 13 may be omitted.

	14
	Periodically check the “Contingency Solution Results” display.  If there are unsolved contingencies, run the State Estimator again.  If unsolved contingencies remain, call the on-call State Estimator Support Engineer. 
If any unsolved (pink) contingencies exist for an extended period of time, as time permits, notify the on-call Operations Support Engineer.

· Contingencies that are known to remain unsolved, or have been reported before, may not be included in the unsolved contingencies.


	2.1.3   Real Time Contingency Analysis (RTCA) Call Out Procedure

	Step #
	Procedural Steps

	NOTE:
	The groups named below are distinct and serve different functions in this procedure.

· Operations Planning Engineer  

· Operations Support Engineer
· State Estimator Support Engineer
· 

	1
	During normal business hours, if RTCA has not solved within the last 20 minutes, examine the branch violations by clicking the Branch button in the “Alarm and Violation” section on the left-hand side of the screen.  

If no unreasonable violations exist, then examine the contingency violations by selecting “Show Violations” in the section under Contingency Analysis at the bottom of the screen.

If, after trying all the checks RTCA still has not solved, ask the Shift Supervisor to notify the on-call State Estimator Support Engineer and request that RTCA be restored to operation as soon as possible.

	2
	If RTCA has NOT solved within the last four hours, OR if the State Estimator Support Engineer informs the system operator that RTCA cannot be repaired within a reasonable amount of time, NOTIFY the on-call Operations Support Engineer.  REQUEST local limits to use in place of RTCA, UNLESS a set of backup limits have been previously provided.

	3
	During after hour and weekend/holiday operations, IF RTCA has not solved within the last 20 minutes, INVESTIGATE why by using the list of State Estimator Checks outlined in Appendix 8.

	4
	If, after trying all the checks RTCA still has not solved, NOTIFY the on-call State Estimator Support Engineer and request that RTCA be restored to operation as soon as possible.

	5
	If RTCA has not solved within the last four hours, OR if the State Estimator Support Engineer informs the system operator that RTCA cannot be repaired within a reasonable amount of time:  CALL the on-call Operations Support Engineer and REQUEST local limits to use in place of RTCA, UNLESS a set of backup limits have been previously provided.


	2.2.2 OOME when OC3 not Effective

	Step #
	Procedural Steps

	NOTE:
	All wind units have the non-bid flag checked in the Resource Plan which will prevent them from receiving local congestion instructions.  When OC3 activation is not effective due to excessive wind generation output, the following steps shall be taken to OOME wind generation to relieve transmission congestion.

	NOTE:
	IF any RTCA results predict a Facility Rating will exceed post-contingency loading 125% or greater of the facility’s Emergency Rating, this is considered to be a potential IROL.  Corrective action must be taken within 30 minutes to reduce the flow below 125%.  

	1
	Activate an OC3 for local congestion as mentioned in Section 2.2.1.

	2
	Upon activation of the OC3, perform a Contingency Analysis study as indicated in Appendix 2 of this procedure.

	3
	After performing a Contingency Analysis study, navigate to the Network Constraints Summary by going to Analyst Displays ( Contingency Analysis Displays ( Shift Factors, or typing NETSENS_CONSTRAINTS in the command line at the top of the display.

	4
	On the Network Constraints Summary Display, scroll to the constraint for which the corresponding OC3 was created.  Click on the circle with an “i” inside it on the right hand side of the display.  This will bring up the Network Constraints Details.

	5
	The Network Constraints Details display shows all units which have positive or negative shift factors above 1 % for the given constraint.  Scroll through this list to find the wind units with the greatest positive shift factors.
Note that this does not apply to the McCamey Area units, see procedure 2.2.10 when OOMing those units.


	6
	If local techniques fail to maintain system security, an Emergency Notice must be declared by ERCOT before Zonal Techniques may be utilized.


	2.2.3
Zonal (CSC) Congestion Management

	Step #
	Procedural Steps

	NOTES:
	Each Transmission Operator shall operate so that instability, uncontrolled separation, or cascading outages will not occur as a result of the most severe single contingency.

The CSC Limits are computed and posted on the ERCOT website by Operation Support Engineering during the day-ahead planning process.  These limits are based on the day-ahead Resource Plans and forecasted system conditions.
Potential IROLs are defined in the day-ahead analyses or when changes in system conditions warrant further evaluation.  If a CSC has been marked as an IROL on the “Transmission Limits” sheet, ensure the limit is honored.  If the limit is exceeded, take all possible actions to get below the limit in 30 minutes or less.  



An OC1 should only be utilized for a zonal overload where both the contingency and the overloaded element include a CSC and/or CRE.

A current list of CSC/CRE DATA is posted on the following ERCOT website: http://mospublic.ercot.com/ercot/jsp/csc_cre.jsp

	IROL
	The North – Houston VSAT limit is an IROL; the actual flow MUST NOT exceed the limit for more than 30 minutes.  This is a violation of the NERC Reliability Standards.

	1
	Monitor and update the RTMONI limit page at least once an hour.  The number should be rounded to a whole number.  

	2
	When the CSC actual flow approaches or exceeds the limit from the “Real-Time CSC Limit Calculator”, Activate the OC1.

	3
	When RTCA shows a post contingency zonal overload and the CSC has not exceeded its’ limit on the “Real-Time CSC Limit Calculator, AND RTCA has solved within the last 10 minutes, then RTCA results should be used as a basis for managing zonal congestion, activate the OC1.  When the zonal overload has been resolved, restart the Real-Time CSC Limit Calculator for a new CSC limit.

	4
	If RTCA shows a post contingency zonal overload and the Real-Time CSC Limit Calculator has run, the application will display the letters OL (Over Limit).  Once the zonal overload has cleared in RTCA, restart the Real-Time CSC Limit Calculator application by activating the manual Run Sequence on RTCA.

	5
	If the Real-Time CSC Limit Calculator has run and the application does not display a limit and the element displays “Basecase overload”, “Temporarily Unavailable” or “Min West”; the previously published value will remain the same unless RTCA indicates a thermal or post contingent overload. 

	6
	In the event the Real-Time CSC Limit Calculator is inoperable.  Post the limits from “Transmission Limits to be Monitored” daily report to RTMONI.  If RTCA shows a post contingency overload before we get to the posted CSC limit start controlling to the new limit and post in RTMONI.  If you have reached the CSC limit and it hasn’t come in on RTCA, keep raising the posted limit until the new limit is defined by the RTCA results, then post it in RTMONI and start controlling to the new CSC limit.

	7
	The W-N and N-W OC1 should not be used for a contingency overload through the Putnam 138KV line UNLESS the Putnam Phase-Shifter is out of service.  If an overload on the Putnam 138kV lines shows in RTCA, have AEP adjust the phase-shifter set point lower to clear the overload.

	8
	If it appears that Zonal Techniques will fail to control the flow within 30 minutes, utilize Local Congestion Management Techniques:

· OOME/VDI resource down

· Post a message on the MIS:

· 
Typical Script: “Zonal congestion management techniques have been unsuccessful in controlling the “[zone – zone]” CSC congestion.  Local techniques will also be utilized.”

	
	
· 

	9
	A PCAP exists to manage North – South congestion by opening the 138kV line between Goldthwaite and Brownwood.  The following reliability actions should be taken:

· Activate the North – South OC1
· Run a real-time snapshot study to determine if the PCAP works

·  The PCAP will cause local congestion, determine if enough generation can be moved to resolve the congestion.

· If so, activate the OC3 and deactivate the OC1

· If not, keep the OC1 activated

	10
	If Local Techniques fail to control a non zonal post contingency overload involving CSC/CRE elements within 30 minutes, utilize Zonal Congestion Management Techniques.

· A transmission condition has been identified causing unreliable operation or overloaded elements.
· An Emergency Notice must be declared by ERCOT before Zonal Techniques may be utilized

· Post a message on the MIS
Typical Script: “Local congestion management techniques have been unsuccessful in controlling the “[zone – zone]” CSC congestion.  Zonal techniques will also be utilized.”

	NOTE:
	Zonal limits may change due to an outage cancellation, extension of an outage, or the early completion of an outage.


	2.2.4
West-North Dynamic Stability Limit

	Step #
	Procedural Steps

	IROL
	The West – North dynamic stability limit is an IROL; the actual flow MUST NOT exceed the limit for more than 30 minutes.  This is a violation of the NERC Reliability Standards.

	1
	If the West-North Stability limit calculated on the spreadsheet changes value or color, update the RTMONI limit on the “Stability-WN” monitor to the value shown on the spreadsheet.

	2
	If the monitored flow on the Stability-WN monitor is approaching 85% and wind is climbing:

· Activate the West – North OC1
· Change the W-N CSC limit to the Stability limit in RTMONI to give transparency to the Market. 
· Post a message on the MIS:

Typical Script:  “ERCOT is controlling the West - North Dynamic Stability Limit with the West – North OC1”.

	3
	If it appears that Zonal Techniques will fail to control the flow within 30 minutes, utilize Local Congestion Management Techniques.
· OOME/VDI wind down

· Post a message on the MIS:

Typical Script: “Zonal congestion management techniques have been unsuccessful in controlling the West to North dynamic stability limit.  Local techniques will also be utilized.”

	NOTE:
	With the passing of PRR 773, Protocol 4.10.4.1 now requires LSL be set at 10% of the name plate rating of the WGR.

	4
	 If Wind Generation Resources in the McCamey Area are utilized follow procedure: 

2.2.10 Managing Wind Powered Generation Resources (WPGR) in McCamey Area. 

	NOTE:
	If Zonal Techniques failed to control the West-North Stability limit and Local Congestion Management Techniques are being used, continue Zonal Techniques and release Local Congestion Management Techniques as soon as practical. 























