Power Operations Bulletin # 388
ERCOT has revised the Transmission & Security Desk Procedure Manual.

The Various Changes are shown below.
A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
	2.2.3
Zonal (CSC) Congestion Management

	Step #
	Procedural Steps

	NOTES:
	Each Transmission Operator shall operate so that instability, uncontrolled separation, or cascading outages will not occur as a result of the most severe single contingency.

Potential IROLs are defined in the day-ahead analyses or when changes in system conditions warrant further evaluation.  If a CSC has been marked as an IROL on the “Transmission Limits” sheet, ensure the limit is honored.  If the limit is violated, take all possible actions to get below the limit in 30 minutes or less.  
The order of steps in this procedure is a recommendation.  The system operator will determine the sequence of steps, or any additional actions necessary, to ensure system security.

Constraint: A contingency and limiting Transmission Element pair that is an anticipated or actual security violation or overload of a transmission element, based on actual network topology.

The CSC Limits are computed and posted on the ERCOT website by Operation Support Engineering during the day-ahead planning process.  These limits are based on the day-ahead Resource Plans and forecasted system conditions.
The Real-Time CSC Limit Calculator has automated the once daily posting process and allows ERCOT to update the limits as often as once an hour.  By updating the limits on a CSC in a timelier manner this will allow ERCOT to maximize the flow across CSC zones.
An OC1 should only be utilized for a zonal overload where both the contingency and the overloaded element include a CSC and/or CRE.

A current list of CSC/CRE DATA is posted on the following ERCOT website: http://mospublic.ercot.com/ercot/jsp/csc_cre.jsp

	1
	ERCOT Operations will monitor and/or update the RTMONI limit page at least once an hour.  The number should be rounded to a whole number.  Enter a “1” if the Real-Time CSC Limit Calculator has populated a negative number until the application is fully operational.

	2
	When the CSC actual flow approaches or exceeds the limit from the “Real-Time CSC Limit Calculator”, Activate the OC1.

	3
	When RTCA shows a post contingency zonal overload and the CSC has not exceeded its’ limit on the “Real-Time CSC Limit Calculator, AND RTCA has solved within the last 10 minutes, then RTCA results should be used as a basis for managing zonal congestion, activate the OC1.  When the zonal overload has been resolved, restart the Real-Time CSC Limit Calculator for a new CSC limit.

	4
	If RTCA shows a post contingency zonal overload and the Real-Time CSC Limit Calculator has run, the application will display the letters OL (Over Limit).  Once the zonal overload has cleared in RTCA, restart the Real-Time CSC Limit Calculator application by activating the manual Run Sequence on RTCA.

	5
	If the Real-Time CSC Limit Calculator has run and the application does not display a limit and the element displays “Basecase overload”, “Temporarily Unavailable” or “Min West”; the previously published value will remain the same unless RTCA indicates a thermal or post contingent overload. 

	6
	In the event the Real-Time CSC Limit Calculator is inoperable.  Post the limits from “Transmission Limits to be Monitored” daily report to RTMONI.  If RTCA shows a post contingency overload before we get to the posted CSC limit start controlling to the new limit and post in RTMONI.  If you have reached the CSC limit and it hasn’t come in on RTCA, keep raising the posted limit until the new limit is defined by the RTCA results, then post it in RTMONI and start controlling to the new CSC limit.

	7
	The W-N and N-W OC1 should not be used for a contingency overload through the Putnam 138KV line UNLESS the Putnam Phase-Shifter is out of service.  If an overload on the Putnam 138kV lines shows in RTCA, have AEP adjust the phase-shifter set point lower to clear the overload.

	8
	If Zonal Techniques fail to control the flow within NERC requirements, utilize Local Congestion Management Techniques.

· Use the MIS to post that local techniques are being used to control CSC congestion.

Typical Script: “Zonal congestion management techniques have been unsuccessful in controlling the “<zone – zone>” CSC congestion.  Local techniques will be utilized.”

	9
	If OOME becomes necessary, units that have their HSL and LSL set to the same value cannot respond to market deployments and may be deployed to 0 output.

· This action would be considered local techniques.

	
	A PCAP exists to manage North – South congestion by opening the 138kV line between Goldthwaite and Brownwood.  The following reliability actions should be taken:

· Activate the North – South OC1
· Run a real-time snapshot study to determine if the PCAP works
·  The PCAP will cause local congestion, determine if enough generation can be moved to resolve the congestion.

· If so, activate the OC3 and deactivate the OC1

· If not, keep the OC1 activated

	10
	If Local Techniques fail to control a non zonal post contingency overload involving CSC/CRE elements within NERC requirements, utilize Zonal Congestion Management Techniques.

· A transmission condition has been identified causing unreliable operation or overloaded elements.
· An Emergency Notice must be declared by ERCOT before Zonal Techniques may be utilized

· Use the MIS to post that zonal techniques are being used to control non-posted CSC congestion.

Typical Script: “Local congestion management techniques have been unsuccessful in controlling the “<zone – zone>” CSC congestion.  Zonal techniques will be utilized.”

	NOTE:
	Zonal limits may change due to an outage cancellation, extension of an outage, or the early completion of an outage.


	2.2.6
Pre-Contingency Action Plans

	Step #
	Procedural Steps

	CAUTION:
	Pre-Contingency Action Plans (PCAPs) are designed to be enacted before the contingency occurs.  These actions may be taken to increase transmission transfer capability.

	1
	When RTCA shows a post-contingency overload and a PCAP exists to resolve it,

· REVIEW the PCAP with the associated Transmission Operator.

· Notify the Shift Supervisor of the anticipated actions.

	2
	Direct the execution of the PCAP with the associated transmission operator:
Typical script: 

“This is ERCOT operator [first and last name].  ERCOT is requesting [TO] to implement the **** PCAP.  [TO] please repeat this directive back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	3
	If necessary, use congestion management methods for post contingency loading after initiating the PCAP.

	4
	Between 0000 and 0500 each day, the Transmission & Security Desk Operator should review the logs and verify that no PCAP remain in effect from the preceding day.

IF any PCAPs are still in use, evaluate system conditions to determine if:

· The PCAPs should remain in effect, OR

· The system should be returned to a normal status.

	5
	IF the ERCOT System Operator and Shift Supervisor agree that the PCAP is no longer needed, the Transmission & Security Desk Operator shall direct the TO to: 

· Return the system to its’ normal status, OR

· Return the system to its’ status prior to implementation of the PCAP 

Which ever state is applicable.


	2.2.9
Mitigation Plans

	Step #
	Procedural Steps

	NOTE:
	Mitigation Plans (MPs) are pre-determined actions to be taken associated with the occurrence of a specific contingency event if congestion management methods cannot resolve the post-contingency overload.

If necessary, continue to use congestion management methods for post contingency loading after initiating the MP.

With a MP, an operator does not need to declare an alert for a post contingency overload.  If a MP is enacted and subsequent congestion management techniques do not control post contingency loading, ISSUE a transmission alert.

	CAUTION:
	MPs are designed to be enacted POST-Contingency.  They are NOT pre-emptive congestion management actions.

	1
	When RTCA shows a post-contingency overload greater than 100% of the Emergency Rating, attempt to resolve the overload by using congestion management methods.  

	2
	If congestion management methods do not work, review the MPs to determine if an action plan exists for this overload condition.

	3
	If a Mitigation If a MP exists for this contingency: 

· Review the Mitigation Plan with the associated Transmission Operator
· [TO] repeats back directive to verify the plan is understood.

· Notify the Shift Supervisor of the anticipated actions.

	4
	IF a MP does not exist for this contingency and the Outage Notes do not provide a plan, REQUEST (as time permits) that Operations Engineering investigate development of a MP.

	5
	If the contingency anticipated by the MP takes place: 
· DIRECT implementation of the MP to the Transmission Operator
· [TO] repeats back directive to verify implementation is understood.
· RESPOND as quickly as possible to requests made by the Transmission 
Operator in accordance with the MP
If necessary, continue to use congestion management methods for post contingency loading after initiating the MP.

	6
	When the contingency clears, notify the TO as soon as possible.


	2.2.12                   Post-Contingency Overload of the Sandow Autotransformer

	Step #
	Procedural Steps

	PURPOSE:
	To relieve the post-contingency overload of the Sandow autotransformer in the event that Sandow unit # 4 trips off line. 

OR 

If Sandow unit # 4 is off line and the Sandow autotransformer is overloaded.

	1
	Implement the appropriate action:

· IF LaaRs are available at Sandow, issue an OOME VDI to the Luminant QSE to deploy the MW amount of LaaRs necessary to relieve the overload; up to the amount of LaaRs scheduled by Luminant.

· IF LaaRs are not available at Sandow, instruct the ONCOR TSP to shed <amount> MW firm load in the MW amount necessary to relieve the overload.


	2
	IF LaaRs were deployed in Step 1 AND the overload duration is expected to exceed 90 minutes, instruct the Luminant QSE to replace their RRS obligation from another source.

	NOTE:
	If needed, work with the TDSP/ appropriate entity if they request to rotate the deployed LaaRs/firm load that was shed.

	3
	When the overload has been resolved AND system conditions permit, implement the appropriate action:

· IF LaaRs were deployed in Step 1, terminate the OOME VDI with the Luminant QSE.

· IF firm load was shed in Step 1, instruct the ONCOR TSP to restore <amount> MW of firm load at Sandow.


	2.3.8
Guidelines for Withdrawal of an Outage

	Step #
	Procedural Steps

	NOTE:
	The system operator may WITHDRAW any:

· approved or ACTIVE outage IF the security analysis and operator experience, or operator experience alone indicates the outage may have an adverse impact on system reliability.

	1
	IF an outage is withdrawn, ENTER an explanation in the “Reviewers Notes” listing the reliability concerns that caused the withdrawal.  As soon as possible, NOTIFY by e-mail:

· OPS Outage Coordination

· OPS Support Engineering
· 1 ERCOT Shift Supervisors
Include in the e-mail:

· From Station – To Stations (if applicable),

· The Planned Start and Planned End Date of the outage

	2
	IF a TO or QSE reports that the outage in question has progressed to a point that withdrawal is not practicable within the outages designated restoration time, the System Operator shall: 

· Record this in the “Outage Scheduler Review’s Notes”

· Log the outage in the Transmission Security Log

· INFORM the Shift Supervisor and continue monitoring system security


	2.4.4   Power System Stabilizers (PSS) and Automatic Voltage Regulators (AVR)

	Step #
	Procedural Steps

	NOTE:
	ERCOT Protocol Section 6.5.7.2, QSE Responsibilities states that “…any QSE-controlled power system stabilizers will be kept in service unless specifically permitted to operate otherwise by ERCOT…”  Operating Guide Section 2.2.4, Automatic Voltage regulators and Power System Stabilizers also states that PSSs must be in service whenever possible.

The Transmission Operator shall know the status of all transmission Reactive Power

Resources, including the status of voltage regulators and power system stabilizers (PSS).  (VAR-001-1) (R6)

Each Generator Operator shall notify its associated Transmission Operator as soon as practical, but within 30 minutes …a status or capability change on any generator Reactive Power resource, including the status of each automatic voltage regulator and power system stabilizer and the expected duration of the change in status or capability.  (VAR-002-1) (R3.1)

	NOTE:
	QSE’s will inform ERCOT of a change in status with any PSS or AVR by phone.

	1
	The ERCOT Operator will:

· Ensure that the QSE has notified the TO of the change in status.

· Enter the status change information into the ERCOT Logs

· Log type of either “PSS” or “AVR”.  

· Include the company name, the name of the person spoken with, and reason (if device is being taken out of service).

· Cut and paste the log entry into an e-mail and send to
· “OPS Planning”

· “OPS Support Engineering”

· “1 ERCOT Shift Supervisors”

	2
	A table which is enterable by the operator has been added for the calculation on the “real time values.xls” spreadsheet.
· To update the “real time values.xls” spreadsheet when any PSS is forced offline in the West zone.
· Open the Stability Limit tab to verify units
· Enter 0 = PSS is offline, 1 = PSS online for each resource change
It allows the operator to “turn off” a unit when a QSE reports the PSS is out of service which lowers the stability limit.  

	NOTE:
	Operations Planning will keep a spreadsheet with the current status of each PSS and AVR.  This data can be viewed at:

 \\cpwp004d\departments\Operations Support\Operations Planning\AVR and PSS Status


	2.5.1
Issue an Operating Condition Notice (OCN)

	Step #
	Procedural Steps

	NOTE:  
	Knowledge of an emerging/existing situation that could/does require intervention to ensure system reliability requires ERCOT to notify Market Participants through the use of Emergency Notification Messaging System.

	1


	As directed by the Shift Supervisor, or when appropriate, ISSUE an Operating Condition Notice (OCN) IF:

· A cold front is approaching with temperatures anticipated to be in mid to low 20o F range and maximum temperature expected to remain near or below freezing impacting 50% or more of major metropolitan areas.

· There is the potential for icing conditions to affect major transmission systems.

· There is a projected capacity shortage or insufficient balancing bids.
· Wet weather, such as a tropical storm making land fall.

	2
	Issue an OCN:

· Post on the ENS

· Post on the MIS

· Notify TOs via the Hotline
· 

	3
	Using the Hotline, notify all TOs of OCN.

· When TOs have answered the Hotline, print Hotline log.

Typical script:
“This is ERCOT operator [first and last name].  ERCOT is issuing an OCN for [state OCN].  [TO] please repeat this back to me.  That is correct, thank you.”



	4
	Ensure printed Hotline log has date, time, and reason for call information.  Forward to Shift Supervisor, as time permits.


	2.5.2
Issue an Advisory 

	Step #
	Procedural Steps

	NOTE:  
	Send to TDSPs and QSEs for information purposes.  However, ERCOT may increase ancillary service requirements or increase the Day Ahead market to two days ahead.  

Knowledge of an emerging/existing situation that could/does require intervention to ensure system reliability requires ERCOT to notify Market Participants through the use of Emergency Notification Messaging System.

	1
	As directed by the Shift Supervisor, or when appropriate, ISSUE an Advisory IF: 

· There is a hurricane in the Gulf with >20% chance of landfall in Texas according to the “National Hurricane Center” http://www.nhc.noaa.gov/
· When ERCOT recognizes that conditions are developing or have changed and more Ancillary Services will be needed to maintain current or near-term operating reliability.

· When weather or ERCOT System conditions require more lead-time than the normal Day Ahead market allows.

· Transmission system conditions indicate ERCOT is likely to exceed established limits that would ensure reliability in the occurrence of a single event (ERCOT is likely to exceed first Contingency Criteria).  (Appendix 1:  First Contingency Criteria) 

· A situation is emerging that has the reasonable expectation of leading ERCOT into an insecure state.

· Loss of communications or control condition is anticipated or significantly limited.

· If ERCOT is unable to comply with any of the market timing deadlines in the Day Ahead or Adjustment Period, or omits one or more procedures in the scheduling process. (Protocols 4.8)

· When long-range notice (approximately 48 hours) is needed to ensure the secure operation of the ERCOT system, alert the Market Participants to a potential threat to reliable operations with the following:

· Lead time for dual fuel generating units to prepare for fuel supply problems in the event of anticipated severe cold weather

· Any other operational concerns

	2

	Issue an Advisory:

· Post on the ENS

· Post on the MIS

· Notify TOs via the Hotline
· 

	3
	Using the Hotline, notify all TOs of Advisory.

· When TOs have answered the Hotline, print Hotline log.

Typical script:
“This is ERCOT operator [first and last name].  ERCOT is issuing an Advisory for [state Advisory].  [TO] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	4
	Ensure printed Hotline log has date, time, and reason for call information.  Forward to Shift Supervisor, as time permits.


	2.5.3
Issue an Alert 

	Step #
	Procedural Steps

	NOTE:  
	Knowledge of an emerging/existing situation that could/does require intervention to ensure system reliability requires ERCOT to notify Market Participants through the use of Emergency Notification Messaging System.

· Include the geographical location of the existing overload when notifying Market Participants and TOs.

· Before issuing a Transmission Alert, notify the TO, and discuss the actions you are about to take.

	NOTE:  
	ERCOT must issue an alert before acquiring Emergency Short Supply Regulation Services, Emergency Short Supply Responsive Reserve Services Or Emergency Short Supply Spinning Reserve Services.

	
	

	1
	As directed by the Shift Supervisor, or when appropriate, ISSUE an Alert IF:
· Transmission system conditions are such that ERCOT is expected to exceed limits established to keep ERCOT within the limits of First Contingency Criteria;
· A short supply, or congestion condition has been identified and no alternatives exist to relieve the condition;
· Conditions have developed such that additional Ancillary Services are needed in the Operating Period; 
· There is a hurricane in the Gulf with expected landfall in Texas;
· A cold front has arrived with temperature anticipated to be in mid to low 20°F range and maximum temperature expected to remain near or below freezing impacting 50% or more of major metropolitan areas.
· Market Congestion Management techniques specified in these Protocols will not be adequate to resolve transmission problems; or 

· Forced Outages or other abnormal operating conditions occur which require operations outside first contingency security limits as defined in the ERCOT Operating Guides;

· There are insufficient AS bids.
· Adjusted Responsive Reserve is equal to or below 2500 MW.

· 
· 
· 




 

	2
	Issue an Alert:

· Post on the ENS

· Post on the MIS

· Notify TOs via the Hotline
· 

	3
	Using the Hotline, notify all TOs of the Alert.

· When TOs have answered the Hotline, print Hotline log.

Typical script:
“This is ERCOT operator [first and last name].  ERCOT is issuing an Alert for [state Alert].  [TO] please repeat this directive back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	4
	Ensure printed Hotline log has date, time, and reason for call information.  Forward to Shift Supervisor, as time permits.


	2.5.4
Issue an Emergency Notice 

	Step #
	Procedural Steps

	NOTE:  
	Knowledge of an emerging/existing situation that could/does require intervention to ensure system reliability requires ERCOT to notify Market Participants through the use of Emergency Notification Messaging System.

	
	

	1
	As directed by the Shift Supervisor, or when appropriate, ISSUE an Emergency Notice IF:

· A transmission condition has been identified causing unreliable operation or overloaded elements.

· A transmission condition has been identified that requires emergency energy from any of the South DC-Ties.

· A short supply, congestion condition is affecting voltage and/or frequency with risk of grid area failure(s) and no market alternatives exist to relieve the condition.

· A severe single contingency event presents the threat of uncontrolled separation or cascading outages, large-scale service disruption to load, and/or overload of critical transmission elements and no timely solution is available from the market.

· ERCOT has determined a fuel shortage exists and it affects reliability.

· ERCOT varies from timing requirements or omits one or more scheduling
 procedures, as described in Section 4.8, Temporary Deviations from Scheduling 
 Procedures.


If the Emergency Condition is the result of a transmission problem that puts ERCOT in an unreliable condition, then ERCOT will act immediately to return ERCOT to a reliable condition, including instructing Resources to change output and instructing TDSPs to drop Load.


	
	

	
	

	2
	Issue an Emergency Notice:

· Post on the ENS

· Post on the MIS

· Notify TOs via the Hotline
· 


	3
	Using the Hotline, notify all TOs of the Emergency Notice.

· When TOs have answered the Hotline, print Hotline log.

Typical script:
“This is ERCOT operator [first and last name].  ERCOT is issuing an Emergency Notice for [state Emergency Notice].  [TO] please repeat this directive back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	4
	Ensure printed Hotline log has date, time, and reason for call information.  Forward to Shift Supervisor, as time permits.


	2.5.5
Termination of Notification 

	Step #
	Procedural Steps

	NOTE:
	If a condition increases in severity, then the posting of the corresponding Advisory, Alert, or Emergency Notice will constitute cancellation of the previous notification.  OCNs do not require a termination notification

	1
	Update cancellation notice:

· On the ENS

· On the MIS

· Notify TOs via the Hotline


· 
· 
· 
· 


	2
	Using the Hotline, notify all QSEs when notice has been canceled.  

· When TOs have answered the Hotline, print Hotline log.

Typical script:
“This is ERCOT operator [first and last name].  ERCOT is canceling the [state Emergency Notice].  [TO] please repeat this back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	3
	Ensure printed Hotline log has date, time, and reason for call information.  Forward to Shift Supervisor, as time permits.


	2.5.6
Implement EECP

	Step #
	Procedural Steps

	NOTE:  
	The Frequency Control Desk will implement applicable steps of the EECP. 

EECP STEPS in this procedure are to be implemented in concert with the Frequency Control Desk EECP procedures.

Public media appeals may be enacted prior to EECP as deemed necessary by the Shift Supervisor. When a media appeal for conservation is enacted TOs should be notified via Hotline call. 
For the purpose of this procedure, Physical Responsive Capability PRC plus Responsive Reserve Service (RRS) provided from LaaRs as defined and used in the ERCOT Operating Guides Section 1.6 and 4.5.3.3 shall be referred to as Adjusted Responsive Reserves.

	NOTE:
	Whenever the QSE or TO hotline is used to issue an Emergency Notice that any step of EECP is being implemented, direct all hotline participants to remain on the line until a hotline participant of your choice correctly repeats back to you the directive. If the repeat back is not acceptable, restate the directive and direct them to repeat back again. Continue until an acceptable repeat back is received.

	NOTE:
	IF frequency falls below 59.8 Hz, ERCOT CAN immediately implement EECP Step 4.

IF frequency falls below 59.5 Hz, ERCOT SHALL immediately implement EECP Step 4.


	1a
	Implement EECP Step 1 IF:
· Adjusted Responsive Reserves fall below 2300 MW, OR
· ERCOT has deployed over 760 MW of Responsive Reserve Service (RRS) supplied from generation resources in response to low frequency due to a capacity insufficiency.

 Reference Display: 

Generation Area Status, Generation Reserve Status, Available Details, ERCOT ON UNIT ERCOT Load Acting As Resource (LaaR)

	1b
	Using the Hotline, notify all TOs to implement EECP STEP 1.

· When TOs have answered the Hotline, print Hotline log.
Typical script:
“This is ERCOT operator [first and last name].  ERCOT is implementing EECP STEP 1.  [TO] please repeat this directive back to me.  That is correct, thank you.”
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	1c
	Ensure printed Hotline log has date, time, and reason for call information.  Forward to Shift Supervisor, as time permits.

	1d
	Ensure the following is complete:
· EECP Step 1 is posted on the Emergency Notification System (ENS) short version – 32 characters
· EECP Step 1 is posted on the Market Information System (MIS)



	2a
	In addition to measures associated with STEP 1;
Implement EECP Step 2 IF, 

· EECP Step 1 fails to maintain Adjusted Responsive Reserves equal to or greater than 1750 MW
Reference Display: 

Generation Area Status, Generation Reserve Status, Available Details, ERCOT ON UNIT ERCOT Load Acting As Resource (LaaR)

	2b
	

Using the hotline, notify all TOs to implement EECP STEP 2.

· When TOs have answered the Hotline, print Hotline log.
Typical script: 

“This is ERCOT operator [first and last name]. ERCOT is implementing EECP STEP 2; 
· LaaRs are being deployed
· 

· If local operating conditions permit, TOs are to reduce customer loads by
using distribution voltage reduction measures
· Report back to ERCOT when these actions have been initiated and/or completed
[ TO] please repeat this directive back to me.  That is correct, thank you.”
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	2c
	Ensure printed Hotline log has date, time, and reason for call information.  Forward to Shift Supervisor, as time permits.

	2d
	Verify and log the following as appropriate:

· Block Load Transfers (BLTs) have been implemented as appropriate.
· Distribution voltage reduction measures that have been taken.



	2e
	Unless a media appeal is already in effect, issue an appeal through the public news

media for voluntary energy conservation. (See Shift Supervisors procedures) 

Notify TO’s that a media appeal for conservation is in effect via Hotline.


	3a
	In addition to measures associated with STEP 1 & 2;

Implement EECP Step 3 IF:
 LaaRs have been deployed AND EILS has been procured, AND any of the following occur:

· Frequency drops below 60.00 Hz, OR

· Frequency begins to trend down with no indication for recovery, OR
· Adjusted Responsive Reserves continue to trend down, OR
· Adjusted Responsive Reserves are no longer available.



	NOTE:
	When a deployment of EILS is implemented and the event is still in effect when one Time Period ends and the other begins, deployed EILS Resources will remain deployed until, at ERCOT’s discretion, they are recalled via a Hotline call to all QSEs.  QSEs representing EILS Resources that are obligated in the new Time Period shall not deploy the newly obligated EILS Resources unless instructed to do so by ERCOT.  

ERCOT System Operators will make reasonable efforts to recall EILS Resources that are no longer obligated due to the expiration of a Time Period.



	3b
	Using the hotline, notify all TOs to implement EECP STEP 3.

· When TOs have answered the Hotline, print the Hotline log
Typical script:
“This is ERCOT operator [first and last name].  ERCOT is implementing EECP Step 3.  EILS are being deployed.  [TO] please repeat this directive back to me.  That is correct, thank you.”
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	3c
	Ensure printed Hotline log has date, time, and reason for call information.  Forward to Shift Supervisor, as time permits.


	4a
	In addition to measures associated with STEP 1, 2 & 3;

Implement EECP Step 4 IF:
· Frequency drops below 59.80 Hz, OR
· Frequency begins to trend down with no indication for recovery, OR

· Adjusted Responsive Reserves continue to trend down, OR

· Adjusted Responsive Reserves are no longer available.

	NOTE:
	Firm load is to be shed in 100 MW blocks.

TOs will keep in mind the need to protect the safety and health of the community and the essential human needs of the citizens.  Whenever possible, TDSPs shall not manually drop load connected to under-frequency relays during the implementation of EECP.

	4b
	Using the hotline, notify all TOs to implement EECP STEP 4.

· When TOs have answered the Hotline, print the Hotline log.
Typical script:
“This is ERCOT operator [first and last name]. ERCOT is implementing EECP Step 4.  ERCOT is instructing all Transmission Operators to shed their share of <amount> MW.  Transmission Operators are to report to ERCOT when this task is complete and give the amount of load shed.  [TO] please repeat this directive back to me.  That is correct, thank you.”
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	4c
	Ensure printed Hotline log has date, time, and reason for call information.  Forward to Shift Supervisor, as time permits.

	4d
	Inform the Frequency Control Desk Operator that notifications have been completed to the Transmission Operators to shed firm load.

	4e
	Verify and log the following as appropriate:

· Block Load Transfers (BLTs) have been implemented as appropriate.

· Distribution voltage reduction measures have been taken where possible
· Load shed instructions have been received and enacted.


	2.5.7
Restore EECP Steps

	Step #
	Procedural Steps

	NOTE:  
	The Frequency Control Desk will implement applicable steps of the EECP Restoration.

EECP STEPS in this procedure are to be implemented in concert with the Frequency Control Desk EECP procedures.

For the purpose of this procedure, Physical Responsive Capability PRC plus Responsive Reserve Service (RRS) provided from LaaRs as defined and used in the ERCOT Operating Guides Section 1.6 and 4.5.3.3 shall be referred to as Adjusted Responsive Reserves.

	4a
	Begin restoring firm load when:

· Sufficient Regulation Service exist to control to 60 Hz, AND
· Adjusted Responsive Reserve supplied from generation is greater than 1150 MW

	4b
	Using the hotline, notify all TOs of firm load restoration. 

· 
· 
· When TOs have answered the Hotline, print Hotline log.
Typical script:
“This is ERCOT operator [first and last name].  ERCOT is instructing all Transmission Operators to restore their share of <amount> MW leaving <amount> MW still off.  Transmission Operators are to report to ERCOT when this task is complete and give the amount of load restored.  [TO] please repeat this directive back to me.  That is correct, thank you.”
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	4c
	Ensure printed Hotline log has date, time, and reason for call information.  Forward to Shift Supervisor, as time permits.

	4d
	Ensure the following:

· “ERCOT is restoring firm load” is posted on the Emergency Notification System (ENS) short version – 32 characters
· “ERCOT is restoring firm load” is posted on the Market Information System (MIS)


	4e
	Maintain Adjusted Responsive Reserve supplied from generation equal to 1150 MW while restoring firm load.

	4f
	Ensure that the Frequency Control Desk Operator notifies the QSEs that firm load is being restored.


	4g
	Move from EECP STEP 4 to STEP 3 when:
· Sufficient Regulation Service exist to control to 60 Hz, AND
· Adjusted Responsive Reserve supplied from generation is equal to 1150 MW, AND 
· All firm load has been restored


	4h
	Using the hotline, notify all TOs of the reduction from EECP Step 4 to Step 3:

· When TOs have answered the Hotline, print Hotline log.

· 
· 
Typical script:
“This is ERCOT operator [first and last name].  ERCOT is moving from EECP Step 4 to Step 3.  [TO] please repeat this directive back to me.  That is correct, thank you.”
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	4i
	Ensure printed Hotline log has date, time, and reason for call information.  Forward to Shift Supervisor, as time permits.

	4j
	Ensure the following:

· EECP Step 4 to Step 3 is posted on the Emergency Notification System (ENS) short version – 32 characters
· EECP Step 4 to Step 3 is posted on the Market Information System (MIS)

	4k
	Ensure Southwest Power Pool Reliability Coordinator is updated on ERCOT’s status.

	4l
	When directed by the Frequency Control Desk Operator, use the hotline and notify the TOs that LaaRs are being restored.

	4m
	Resend distribution voltage reductions measures as appropriate.


	3a
	Move from EECP STEP 3 to STEP 2 when:
· The system can maintain Adjusted Responsive Reserve equal to or greater than 1750 MW, AND
· All LaaRs have been recalled, AND
· Sufficient Regulation Service exists to control to 60 Hz.

	3b
	Using the hotline, notify all TOs of the reduction from EECP 

Step 3 to Step 2:

· 
· 
· When TOs have answered the Hotline, print Hotline log.
Typical script:
“This is ERCOT operator [first and last name].  ERCOT is moving from EECP Step 3 to Step 2.  [TO] please repeat this directive back to me.  That is correct, thank you.”
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	3c
	Ensure printed Hotline log has date, time, and reason for call information.  Forward to Shift Supervisor, as time permits.

	3d
	Ensure the following:

· EECP Step 3 to Step 2 is posted on the Emergency Notification System (ENS) short version – 32 characters

· EECP Step 3 to Step 2 is posted on the Market Information System (MIS)

	3e
	Appeal through the public news media for voluntary energy conservation may be terminated. (See Shift Supervisors procedures)

	3f
	Ensure Southwest Power Pool Reliability Coordinator is updated on ERCOT’s status.


	2a
	Move from EECP Step 2 to Step 1 when:
· The system can maintain Adjusted Responsive Reserve equal to or greater than 2300 MW, AND
· All LaaRs have been restored, or replaced with generation.


	2b
	Using the hotline, notify all TOs of the reduction from EECP 

Step 2 to Step 1:

· 
· When TOs have answered the Hotline, print Hotline log.

Typical script:
“This is ERCOT operator [first and last name].  ERCOT is moving from EECP Step 2 to Step 1,  all EILS are being recalled, if Block Load Transfers have been executed please coordinate with ERCOT to restore them as system conditions permit.  ERCOT will need to be advised on the progress and completion of each task.  [TO] please repeat this directive back to me.  That is correct, thank you.”
All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.


	2c
	Ensure printed Hotline log has date, time, and reason for call information.  Forward to Shift Supervisor, as time permits.

	2d
	Ensure the following steps are complete:

· EECP Step 2 to Step 1 is posted on the Emergency Notification System (ENS) short version – 32 characters
· EECP Step 2 to Step 1 is posted on the Market Information System (MIS)

	
	


	2e
	Instruct the Frequency Control Desk to notify QSEs that BLTs are being restored.

	
	


· 
· 
· 
· 

	1a
	Move from EECP Step 1 to Termination when:
· EILS resources have been recalled. AND

· All uncommitted units secured in EECP STEP 1 can be released to reduce generation, AND
· Emergency power from the DC Ties is no longer needed, AND
            Sufficient Regulation Service exist to control to 60 Hz.

	1b
	Using the Hotline, notify all TOs of the reduction from EECP 

Step 1 to termination:

· 
· 
· When TOs have answered the Hotline, print Hotline log.
Typical script:
“This is ERCOT operator [first and last name].  ERCOT is terminating EECP. An Alert still remains in effect.  [TO] please repeat this directive back to me.  That is correct, thank you.”

All directives shall be in a clear, concise, and definitive manner.  Ensure the recipient of the directive repeats the information back correctly.  Acknowledge the response as correct or repeat the original statement to resolve any misunderstandings.

	1c
	Ensure printed Hotline log has date, time, and reason for call information.  Forward to Shift Supervisor, as time permits.

	1d
	Ensure the following:

· EECP Step 1 termination is posted on the Emergency Notification System (ENS) short version – 32 characters
· EECP Step 1 termination is posted on the Market Information System (MIS)


	2.5.8
Block Load Transfer

	Step #
	Procedural Steps

	NOTE:
	Restoration of service to outage customers using BLT’s will be accomplished as quickly as possible if the transfers will not jeopardize the reliability of the ERCOT System and only under specific Dispatch Instructions from ERCOT.

	NOTE:
	The necessary Market Participant agreements, metering, and ERCOT settlement systems are to be in place prior to implementation of any BLT.  For verification information, refer to the Shift Supervisors procedure book (Registered BLTs tab) for a current list of registered BLTs.  All other BLTs need verification from Wholesale Client Services prior to implementation.

	1
	If ERCOT picks up load from CFE or SPP, execute the following:

· Determine with the TO an estimated time it will take to transfer the load
· Determine the amount of load being transferred into ERCOT
· Consult with the Operation Engineering Support to ensure system security has been addressed
· Notify the Manager, System Operations and the Manager of Wholesale Client Services by e-mail that a BLT has been initiated.  If the BLT is not on the current list of registered BLTs, notify by phone
· Once it has been determined which QSE will supply the energy, issue a VDI to that QSE

· If the TO requests a VDI, issue a VDI to the TO
· Coordinate/Notify SPP or CFE (through AEP TO)



	2
	Congestion management issues that arise from switching variations due to BLTs will be handled per ERCOT’s congestion management procedures.

	3
	If CFE or SPP picks up load for ERCOT, execute the following:

· Issue an Alert or Emergency Notice

· Determine with the TO an estimated time it will take to transfer the load

· Determine the amount of load being transferred out of ERCOT
·  Notify the Manager, System Operations and the Manager, Wholesale Client Services by e-mail that a BLT has been initiated. If the BLT is not on the current list of registered BLTs, notify by phone

·  Once it has been determined which QSE will supply the energy, issue a VDI to that QSE
· If the TO requests a VDI, issue a VDI to the TO

· Coordinate/Notify SPP or CFE (through AEP TO)



	4
	BLTs to or from ERCOT may be curtailed or terminated in order to maintain the reliability of the supporting system.  Discuss with TO the process and time it will take to separate the connection if a reliability issue arises.

	5
	When a VDI is required follow the 2.6.1 Issue Verbal Dispatch Instructions (VDI) procedure.

	6
	Forward the VDI form to the Shift Supervisor, as time permits.


	2.6.1
Issue Verbal Dispatch Instructions (VDI)

	Step #
	Procedural Steps

	PURPOSE:  
	ISSUE a VDI to TO(s) to give a directive.

	NOTE:
	VDIs should not re-iterate an instruction given via XML.

	NOTE:
	Whenever a VDI is issued, request the TO to repeat back the instructions. IF the TO Hotline is used to issue a VDI, direct all hotline participants to remain on the line until a hotline participant of your choice correctly repeats back to you the directive. If the repeat back is not acceptable, restate the instructions and direct a repeat back again. Continue until an acceptable repeat back is received.

	
	

	
	

	1
	As time permits, complete the VDI form (Appendix 3).

The following are required fields on all VDIs:

· VDI #

· EXAMPLE:  For the 4th VDI issued by the Frequency Control Desk on July 22, 2005 the number would appear as “F-072205-4”

· Operating Day

· ERCOT System Operator

· Receiving Entity

· Receiving Entity’s Operator

· Time & Date

· Instruction

· Reason for Instructions

· Intervals
· Repeated Instruction back
· ERCOT Operator’s signature

Blank fields are to have N/A entered.

	3
	LOG in the Operator’s Log the VDI information and information relevant to the decision for issuing the VDI.

	4
	Forward the VDI form to the Shift Supervisor, as time permits.


	2.6.3
Telephone Hotline Test

	Step #
	Procedural Steps

	1
	Each Monday between 0630 and 1100 test the ERCOT Hotline.

	2
	Check with the Shift Supervisor and determine the current ERCOT current threatcon level.  

	NOTE
	In the event of a failure of the Confertel software, the most recent printout of the hotline log may be used as a checklist to perform a manual roll call of TOs.

	NOTE
	Insure all “Lost Souls” are cleared prior to the hotline call.

	
	

	3
	Using the Hotline, notify all TOs of the purpose of the call:
· When TOs have answered the Hotline, print Hotline log.
Typical Script:
This is ERCOT operator [first and last name].  ERCOT is conducting the weekly TO hotline test.  We are currently at threatcon level [threatcon level].  The following notices are currently in effect:

· List OCNs, Advisories, Alerts and/or Emergency Notices in effect.
· State “None” if none in effect.

This ends this test of the ERCOT Hotline.  Thank you.”

	4

	Notify the Shift Supervisor of any Transmission Operator that did not respond to the Hotline test.  The Shift Supervisor and/or Help Desk will notify the telecommunications department for repairs.

	5
	Ensure printed Hotline log has date, time, and reason for call information.  Forward to Shift Supervisor, as time permits.  
· 
· 



	2.6.4
Instructions for Placing a LaaRs Hotline Call

	Step #
	Procedural Steps

	1
	When deploying LaaRs, use the Hotline Call to notify the TOs:

· When TOs have answered the Hotline, print Hotline call.  

Typical script: 
This is ERCOT operator [first and last name’.  ERCOT has deployed LaaRs due to [reason].  That is all, thank you.”

	2
	Ensure printed Hotline log has date, time, and reason for call information.  Forward to Shift Supervisor, as time permits.























