Power Operations Bulletin # 385
ERCOT has revised the Transmission & Security Desk Procedure Manual.

The specific changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
	2.1.2 Real Time Contingency Analysis (RTCA) Constraint Validation

	Step #
	Procedural Steps

	NOTE:
	The order of steps in this procedure is a recommendation.  The system operator will determine the sequence of steps, or any additional actions required to ensure system security.

Zonal Congestion Management Techniques are OC1s.  Deployment of Non-Spin may be used if approved by the Shift Supervisor.
Local Congestion Management Techniques consist of OC3s, unit specific dispatch instructions (OOME or VDIs), Remedial Action Plan (RAP), Pre-Contingency Action Plan (PCAP), Mitigation Plan (MP), and Temporary Outage Action Plans (TOAP).  TOAP guidelines are located in the Outage Notes.  Unit specific dispatch instructions may be determined by Shift Factors or studies, whichever the system operator deems most appropriate. 
If there is a difference in line ratings between ERCOT and the TO, the most limiting rating will be used until the correct rating can be determined.

	1
	VERIFY RTNET and RTCA processes are enabled.  If not, enable them.

	2
	Determine if RTCA has run within 20 minutes.

	3
	If RTCA has not run within 20 minutes, refer to “RTCA Call Out Procedure” in section 2.1.3.

	4
	If RTCA has run within 20 minutes, EXAMINE the RTCA contingency violations “Branch” summary, and ENSURE that no post contingency overloads greater than 100% of the emergency rating exist.  IF post-contingency overloads greater than 100% of the Emergency Rating exist, 

· ENSURE that no Special Protection Scheme (SPS), Remedial Action Plan (RAP), Pre-Contingency Action Plan (PCAP), Temporary Outage Action Plan (TOAP), or Mitigation Plan (MP) exists to alleviate the loading post contingency, AND 

· ENSURE the Pre-contingency value listed on the violation summary is reasonably accurate.

NOTE:  The electronic and hard copy for the RAPs, PCAPs, and MPs are to be considered current.  Should a conflict exist between the electronic and hard copy, the electronic version is to be used.
The electronic version is located at <\\cpwp004d\system operations\Remedial Action Plans> 

A hardcopy of the SPSs is maintained on the floor by the Operations Support Administrative Assistant.
TOAPs are located in the daily Outage Notes.

	4a
	If RTCA has run within 20 minutes, EXAMINE the RTCA contingency violations “Voltage” summary (it has multiple pages), and ENSURE that no post contingency over voltage violations greater that the emergency switchyard voltage rating exists at the STP and CPSES 345 kV buses.

For Comanche Peak

System

345 kV

138kV

Nominal Voltage

352 kV

141 kV

Tolerance

+2.56% or
 -3.40%

+2.13% or

- 4.26%

Maximum Voltage

361 kV

144
Minimum Voltage

340 kV

135
For South Texas Project

System

345 kV

Nominal  Voltage

362.25 kV

Tolerance

+2% or -4%

Maximum Voltage

369.5 kV

Minimum Voltage

347.8 kV

If post-contingency violations greater than the Emergency Rating exist, COORDINATE with the Transmission Operator and QSE and take the DIRECT appropriate voltage control action.

	5
	IF the pre-contingency value appears to be accurate and a SPS, RAP, PCAP, TOAP, or MP exists, refer to the respective procedure and operate accordingly.

	6
	IF the SCADA is of similar magnitude to the Pre-contingency value and no SPS, RAP, PCAP, TOAP, or MP exist, go to step 8.

	NOTE:
	When making any changes to the SCADA database, document the changes using the SCADA tagging function.  Refer to Addendum 1 for guidance.

	7
	IF the Pre-contingency value appears to be inaccurate, do NOT employ congestion management techniques.  
· Inform the Shift Supervisor and he/she will decide if an Operations Support Engineer should be called.

	8
	IF post contingency overloads greater than 100% exist without an SPS, RAP, PCAP, or a TOAP is in place to relieve, EMPLOY congestion management techniques to eliminate the post contingency overloading.

	9
	IF post contingency overloads greater than 100% of the “15-minute Rating” exist with a RAP in place to relieve, EMPLOY congestion management techniques to reduce the predicted post contingency loading to no more than 100% of the 15-minute rating.  

	10
	IF any RTCA results predict a Facility Rating will exceed post-contingency loading 125% or greater of the facility’s Emergency Rating, this is considered to be a potential IROL.  Take additional manual actions as necessary to resolve the contingency overload within 30 minutes.  

Notify the on-call Operations Support Engineer and ask for a Mitigation Plan if one does not exist.

If the system operator determines that the Pre-contingency value or system topology is incorrect, OR if a SPS, RAP, PCAP, TOAP, or MP exists, step 10 may be omitted.

	11
	If congestion management techniques fail to resolve congestion and the transmission system is beyond first contingency criteria, ISSUE an Alert per section 2.5.3.  

	12
	Periodically check the Base Case violations display for Thermal overloads.

	13
	If a valid Thermal overload exists in real-time, EMPLOY congestion management techniques to relieve the overload.
System Operators have the authority to take or direct timely and appropriate real-time action, up to and including shedding firm load to alleviate System Operating Limit violations.
If the system operator determines that the Pre-contingency value or system topology is incorrect, step 13 may be omitted.

	14
	Periodically check the “Contingency Solution Results” display.  If there are more than five (5) unsolved contingencies, run the State Estimator again.  If more than five (5) remain, call the on-call State Estimator Support Engineer. 
If any unsolved (pink) contingencies exist for an extended period of time, as time permits, notify the on-call Operations Support Engineer.

· Contingencies that are known to remain unsolved, or have been reported before, should not be included in the five (5) mentioned unsolved contingencies.


	2.2.1 Real Time Constraint Activity Manager (RTCAM) Congestion Management

	Step #
	Procedural Steps

	NOTE:
	Local Congestion Management Techniques consist of OC3s, Unit specific dispatch instructions (OOME or VDIs), Remedial Action Plan (RAP), Pre-Contingency Action Plan (PCAP), Mitigation Plan (MP), and Temporary Outage Action Plans (TOAP).  TOAP guidelines are located in the Outage Notes. 

	NOTE:
	The order of steps in this procedure is a recommendation.  The system operator will determine the sequence of steps, or any additional actions required to ensure system security.

	NOTE:
	Phase shifters could at times be used to help with congesting management:

· Putnam – NW/WN transfers to increase CSC transfer capability

· Nelson Sharp – valley import during outages

· Hamilton Road – control wind export issues from McCamey area and occasionally Laredo import issues during outages
· North Laredo – control Laredo import issues during outages

	1
	VERIFY SFT is enabled in the MOI.

· This can be determined by making sure that the check box next to “Run SFT for Real-Time Markets” on the Real-Time Balancing Market display is checked.  If it is not checked, then check it.

	2
	DETERMINE if RTNET and RTCA has solved within 20 minutes.

	3
	If RTNET and RTCA have not solved within 20 minutes, refer to the “RTCA Call Out Procedure” in Section 2.1.3

	4
	DETERMINE if RTNET has solved with a solution status of “VALID SOLUTION – NO SFT CASE.”

· If RTNET has this solution, notify the State Estimator On-Call Engineer.

	5
	If RTCA has solved within 20 minutes, EXAMINE the RTCAM Branch Violations and Operating Constraints List.

	6
	EXAMINE the constraints with the “Active” check box filled in.

· VERIFY that an OC3 is created for all overloaded active constraints in the MOI by selecting the “constraint” tab from the “Real-Time Balancing Market” screen in the MOI.  In the Type column, sort descending.  All OC3s will be sorted to the top of the page.

· If an overloaded constraint is active in RTCAM, but the corresponding OC3 is missing from the MOI, LOWER the value in the “% Rating” column in RTCAM to tighten the constraint until the OC3 appears in the MOI.
· If an OC3 is active in the MOI, but the corresponding constraint in RTCAM is well below the monitored rating, INCREASE the value in the “% Rating” column in RTCAM to loosen the constraint.

	7
	When an OC3 deploys quick start units for congestion, do one of the following:

· Issue an OOMC VDI for settlements on the quick start unit(s) that are required to mitigate congestion, or
· Issue a VDI to disregard the unit specific deployment and write “instructed deviation” on the VDI if congestion can be resolved without unit(s) or 
· Issue OOME for quick start unit(s), keep the OC3 active, and issue an OOMC VDI or
· Use OOM tool instead of activating an OC3 
OOMC VDI for quick start units will only be given under the local congestion scenario, balancing and zonal deployments are not included.  

	8
	To activate a constraint, check the “Active” check box next to the constraint to be activated.  The text in this row of data will change to red and it will be immediately sorted to the top of the display.

	9
	To deactivate a constraint, uncheck the “Active” check box next to the constraint.  Uncheck the “Retain” check box as well, if desired.  Leaving the “Retain” box checked will only cause the constraint to remain on the Operating Constraints List display when an overload is not occurring.

	10
	To acknowledge constraints that are determined to be erroneous or are already accounted for, check the check box in the “Ack.” Column.  This will sort the constraint to the bottom of the display.

	11
	Special Protection Schemes (SPS), Remedial Action Plans (RAP), and Pre-Contingency Action Plan (PCAP) analysis

· EXAMINE the results in RTCAM for RAP or SPS activation, using the “SPS” and “RAP” columns on the Operating Constraints List display.

· If “SPS” and/or “RAP” is checked, EXAMINE the color of the background.  Refer to Appendix 4.1 for actions to be taken based on the color of the background.

· ADJUST initial “% Rating” higher if activating a constraint for a post-RAP/SPS overload if needed.  This is because RTCAM/SFT can not model RAP/SPS when generating OC3 constraints so they tend to over-constrain at 100 % of rating.

NOTE:  The electronic and hard copy for the RAPs, PCAPs, and MPs are to be considered current.  Should a conflict exist between the electronic and hard copy, the electronic version is to be used.  The electronic version is located at <\\cpwp004d\system operations\Remedial Action Plans>


	2.4.4  Power System Stabilizers (PSS) and Automatic Voltage Regulators (AVR)

	Step #
	Procedural Steps

	NOTE:
	ERCOT Protocol Section 6.5.7.2, QSE Responsibilities states that “…any QSE-controlled power system stabilizers will be kept in service unless specifically permitted to operate otherwise by ERCOT…”  Operating Guide Section 2.2.4, Automatic Voltage regulators and Power System Stabilizers also states that PSSs must be in service whenever possible.

The Transmission Operator shall know the status of all transmission Reactive Power

Resources, including the status of voltage regulators and power system stabilizers (PSS).  (VAR-001-1) (R6)

Each Generator Operator shall notify its associated Transmission Operator as soon as practical, but within 30 minutes …a status or capability change on any generator Reactive Power resource, including the status of each automatic voltage regulator and power system stabilizer and the expected duration of the change in status or capability.  (VAR-002-1) (R3.1)

	NOTE:
	QSE’s will inform ERCOT of a change in status with any PSS or AVR by phone.

	1
	The ERCOT Operator will:

· Ensure that the QSE has notified the TO of the change in status.

· Enter the status change information into the ERCOT Logs

· Log type of either “PSS” or “AVR”.  

· Include the company name, the name of the person spoken with, and reason (if device is being taken out of service).

· Cut and paste the log entry into an e-mail and send to
· “OPS Planning”

· “OPS Support Engineering”
· “1 ERCOT Shift Supervisors”

	NOTE:
	Operations Planning will keep a spreadsheet with the current status of each PSS and AVR.  This data can be viewed at:

 \\cpwp004d\departments\Operations Support\Operations Planning\AVR and PSS Status



	2.5.3
Issue an Alert 

	Step #
	Procedural Steps

	NOTE:  
	Knowledge of an emerging/existing situation that could/does require intervention to ensure system reliability requires ERCOT to notify Market Participants through the use of Emergency Notification Messaging System.

· Include the geographical location of the existing overload when notifying Market Participants and TOs.

· Before issuing a Transmission Alert, notify the TO, and discuss the actions you are about to take.

	NOTE:  
	ERCOT must issue an alert before acquiring Emergency Short Supply Regulation Services, Emergency Short Supply Responsive Reserve Services Or Emergency Short Supply Spinning Reserve Services.

	NOTE:
	Whenever the QSE or TO hotline is used to issue an Alert message that contains a directive, direct all hotline participants to remain on the line until a hotline participant of your choice correctly repeats back to you the directive. If the repeat back is not acceptable, restate the directive and direct them to repeat back again. Continue until an acceptable repeat back is received.

	1
	As directed by the Shift Supervisor, or when appropriate, ISSUE an Alert IF:
· Conditions have developed such that additional Ancillary Services are needed in the Operating Period; 

· Market Congestion Management techniques specified in these Protocols will not be adequate to resolve transmission problems; or 

· Forced Outages or other abnormal operating conditions occur which require operations outside first contingency security limits as defined in the ERCOT Operating Guides;

· There are insufficient AS bids.

ERCOT must issue an Alert before acquiring Emergency Short Supply Regulation Services, Emergency Short Supply Responsive Reserve Services or Emergency Short Supply Non-Spinning Reserve Services.  With the issuance of an Alert pursuant to items referenced above, ERCOT may exercise its authority to immediately procure the following services from existing bids:

· Regulation Services, 
· Responsive Reserve Services, and 
· Non-Spinning Reserve Services. 
Emergency Short Supply Regulation Services, Emergency Short Supply Responsive Reserve Services or Emergency Short Supply Non-Spinning Reserve Services will be procured if there is insufficient availability of bids for any of the listed Ancillary Services. 

ERCOT will post the Alert electronically on the MIS and will notify all TDSPs and QSEs via the Messaging System of the posted Alert(s). 

Corrective actions identified by ERCOT shall be communicated through Dispatch Instructions to TDSPs and/or QSEs required to implement the corrective action.  Each QSE shall immediately notify the Market Participants that it represents of such Alert.  

To minimize the effects on the ERCOT System, all TDSPs will identify and prepare to implement actions, including restoring outaged lines as appropriate and preparing for Load shedding.  ERCOT may instruct TDSPs to reconfigure ERCOT System elements as necessary to improve the reliability of the ERCOT System.  

On notification of an Alert, each QSE (as applicable) and TDSP will prepare for an emergency in case conditions worsen. 

	2
	Issue an Alert:

· Post on the ENS

· Post on the MIS

· Notify TOs via the Hotline

· Print Hotline log and save in daily log as time permits


	2.5.4
Issue an Emergency Notice 

	Step #
	Procedural Steps

	NOTE:  
	Knowledge of an emerging/existing situation that could/does require intervention to ensure system reliability requires ERCOT to notify Market Participants through the use of Emergency Notification Messaging System.

	NOTE:
	Whenever the QSE or TO hotline is used to issue an Emergency Notice that contains a directive, direct all hotline participants to remain on the line until a hotline participant of your choice correctly repeats back to you the directive. If the repeat back is not acceptable, restate the directive and direct them to repeat back again. Continue until an acceptable repeat back is received.

	1
	As directed by the Shift Supervisor, or when appropriate, ISSUE an Emergency Notice IF:

· A transmission condition has been identified causing unreliable operation or overloaded elements.

· A transmission condition has been identified that requires emergency energy from any of the South DC-Ties.

· A short supply, congestion condition is affecting voltage and/or frequency with risk of grid area failure(s) and no market alternatives exist to relieve the condition.

· A severe single contingency event presents the threat of uncontrolled separation or cascading outages, large-scale service disruption to load, and/or overload of critical transmission elements and no timely solution is available from the market.

· ERCOT has determined a fuel shortage exists and it affects reliability.

· ERCOT varies from timing requirements or omits one or more scheduling
 procedures, as described in Section 4.8, Temporary Deviations from Scheduling 
 Procedures.

The actions ERCOT takes during an Emergency Condition will depend on the nature and severity of the situation. 

If the Emergency Condition is the result of a transmission problem that puts ERCOT in an unreliable condition, then ERCOT will act immediately to return ERCOT to a reliable condition, including instructing Resources to change output and instructing TDSPs to drop Load.

If the Emergency Condition is the result of a short supply situation, then the Emergency Electric Curtailment Plan procedures will be followed.

	NOTE:  
	Implementing an EECP REQUIRES an Emergency Notice.

	NOTE:
	The Frequency Control Desk will notify the QSEs

	2
	Issue an Emergency Notice:

· Post on the ENS

· Post on the MIS

· Notify TOs via the Hotline

· Print Hotline log and save in daily log as time permits




	2.5.6
Implement EECP

	Step #
	Procedural Steps

	NOTE:  
	The Frequency Control Desk will implement applicable steps of the EECP. 

EECP STEPS in this procedure are to be implemented in concert with the Frequency Control Desk EECP procedures.

Public media appeals may be enacted prior to EECP as deemed necessary by the Shift Supervisor. When a media appeal for conservation is enacted TO’s should be notified via Hotline call. 
For the purpose of this procedure, Physical Responsive Capability PRC plus Responsive Reserve Service (RRS) provided from LAARs as defined and used in the ERCOT Operating Guides Section 1.6 and 4.5.3.3 shall be referred to as Adjusted Responsive Reserves.

	NOTE:
	Whenever the QSE or TO hotline is used to issue an Emergency Notice that any step of EECP is being implemented, direct all hotline participants to remain on the line until a hotline participant of your choice correctly repeats back to you the directive. If the repeat back is not acceptable, restate the directive and direct them to repeat back again. Continue until an acceptable repeat back is received.

	NOTE:
	IF frequency falls below 59.8 Hz, ERCOT CAN immediately implement EECP Step 4.

IF frequency falls below 59.5 Hz, ERCOT SHALL immediately implement EECP Step 4.


	1a
	Implement EECP Step 1 IF:
· Adjusted Responsive Reserves fall below 2300 MWs, OR
· ERCOT has deployed over 760MW of Responsive Reserve Service (RRS) supplied from generation resources in response to low frequency due to a capacity insufficiency.

 Reference Display: 

Generation Area Status, Generation Reserve Status, Available Details, ERCOT ON UNIT ERCOT Load Acting As Resource (LAAR)

	1b
	Using the hotline, notify all TOs to implement EECP STEP 1.

· Print the Hotline log

Typical script:
“ERCOT has implemented EECP STEP 1.”

	1c
	Ensure printed Hotline log has date and time information and forward it to the Shift Supervisor, as time permits.

	1d
	Ensure the following is complete:
· EECP Step 1 is posted on the Emergency Notification System (ENS) short version – 32 characters
· EECP Step 1 is posted on the Market Information System (MIS)



	2a
	In addition to measures associated with STEP 1;
Implement EECP Step 2 IF, 

· EECP Step 1 fails to maintain Adjusted Responsive Reserves equal to or greater than 1750 MW
Reference Display: 

Generation Area Status, Generation Reserve Status, Available Details, ERCOT ON UNIT ERCOT Load Acting As Resource (LAAR)

	2b
	In conjunction with the ERCOT Frequency Control Desk Operator, implement
EECP STEP 2.
Using the hotline, notify all TOs to implement EECP STEP 2.

· Print the Hotline log

· Ensure the log has the date and time noted and forward it to the Shift Supervisor, as time permits
Typical script: 

“ERCOT has implemented EECP STEP 2; 
· LaaRs have been deployed
· Within the time frame of the emergency, TOs that have the ability are to 
implement Block Load Transfers and transfer load from the ERCOT control area to Non-ERCOT control areas
· If local operating conditions permit, TOs are to reduce customer loads by
using distribution voltage reduction measures
· Report back to ERCOT when these actions have been initiated and/or completed

	2c
	Verify and log the following as appropriate:

· Block Load Transfers (BLTs) have been implemented as appropriate.
· Distribution voltage reduction measures that have been taken.



	2d
	Unless a media appeal is already in effect, issue an appeal through the public news

media for voluntary energy conservation. (See Shift Supervisors procedures) 

Notify TO’s that a media appeal for conservation is in effect via Hotline.


	3a
	In addition to measures associated with STEP 1 & 2;

Implement EECP Step 3 IF:
 LAARs have been deployed AND EILS has been procured, AND any of the following occur:

· Frequency drops below 60.00 Hz, OR

· Frequency begins to trend down with no indication for recovery, OR
· Adjusted Responsive Reserves continue to trend down, OR
· Adjusted Responsive Reserves are no longer available.



	NOTE:
	When a deployment of EILS is implemented and the event is still in effect when one Time Period ends and the other begins, deployed EILS Resources will remain deployed until, at ERCOT’s discretion, they are recalled via a Hotline call to all QSEs.  QSEs representing EILS Resources that are obligated in the new Time Period shall not deploy the newly obligated EILS Resources unless instructed to do so by ERCOT.  

ERCOT System Operators will make reasonable efforts to recall EILS Resources that are no longer obligated due to the expiration of a Time Period.



	3b
	Using the hotline, notify all TOs to implement EECP STEP 3.

When TOs have answered the Hotline, print the Hotline log and forward it to the Shift Supervisor, as time permits.
Typical script:
“ERCOT has implemented EECP Step 3.  EILS are being deployed


	4a
	In addition to measures associated with STEP 1, 2 & 3;

Implement EECP Step 4 IF:
· Frequency drops below 59.80 Hz, OR
· Frequency begins to trend down with no indication for recovery, OR

· Adjusted Responsive Reserves continue to trend down, OR

· Adjusted Responsive Reserves are no longer available.

	NOTE:
	Firm load is to be shed in 100 MW blocks.

TOs will keep in mind the need to protect the safety and health of the community

and the essential human needs of the citizens.  Whenever possible, TDSPs shall not

manually drop load connected to under-frequency relays during the implementation

of EECP.

	4b
	Using the hotline, notify all TOs to implement EECP STEP 4.

· Print the Hotline log

· Ensure the log has the date and time noted and forward it to the Shift Supervisor.

Typical script:

“ERCOT has implemented EECP Step 4.  ERCOT is instructing all Transmission

Operators to shed their share of <amount> MWs.  Transmission Operators are to

report to ERCOT when this task is complete and give the amount of load shed.”

	4c
	Ensure printed Hotline log has date and time information and forward it to the Shift Supervisor, as time permits.

	4d
	Inform the Frequency Control Desk Operator that notifications have been completed to the Transmission Operators to shed firm load.

	4e
	Verify and log the following as appropriate:

· Block Load Transfers (BLTs) have been implemented as appropriate.

· Distribution voltage reduction measures have been taken where possible
· Load shed instructions have been received and enacted.


	4e
	Move from EECP STEP 4 to STEP 3 when:
· Sufficient Regulation Service exist to control to 60 Hz, AND
· Adjusted Responsive Reserve supplied from generation is equal to 1150 MWs, AND 
· All firm load has been restored


	4f
	Using the hotline, notify all TOs of the reduction from EECP Step 4 to Step 3:

· Print the Hotline log

· Ensure the log has the date and time noted and forward it to the Shift Supervisor.

Typical script:
“ERCOT is moving from EECP Step 4 to Step 3.”

	4g
	Ensure the following:

· EECP Step 4 to Step 3 is posted on the Emergency Notification System (ENS) short version – 32 characters
· EECP Step 4 to Step 3 is posted on the Market Information System (MIS)

	4h
	Ensure Southwest Power Pool Security Coordinator is updated on ERCOT’s status.

	4i
	When directed by the Frequency Control Desk Operator, use the hotline and notify the TOs that LaaRs are being restored.

	4j
	Resend distribution voltage reductions measures as appropriate.


	3
	Move from EECP STEP 3 to STEP 2 when:
· The system can maintain Adjusted Responsive Reserve equal to or greater than 1750 MWs, AND
· All LaaRs have been recalled, AND
· Sufficient Regulation Service exists to control to 60 Hz.

	3a
	Using the hotline, notify all TOs of the reduction from EECP 

Step 3 to Step 2:

· Print the Hotline log

· Ensure the log has the date and time noted and forward it to the Shift Supervisor as time permits.

Typical script:
“ERCOT is moving from EECP Step 3 to Step 2.”

	3b
	Ensure the following:

· EECP Step 3 to Step 2 is posted on the Emergency Notification System (ENS) short version – 32 characters

· EECP Step 3 to Step 2 is posted on the Market Information System (MIS)

	3c
	Appeal through the public news media for voluntary energy conservation may be terminated. (See Shift Supervisors procedures)

	3d
	Ensure Southwest Power Pool Security Coordinator is updated on ERCOT’s status.


	2a
	Move from EECP Step 2 to Step 1 when:
· The system can maintain Adjusted Responsive Reserve equal to or greater than 2300 MWs, AND
· All LaaRs have been restored, or replaced with generation.


	2b
	Using the hotline, notify all TOs of the reduction from EECP 

Step 2 to Step 1:

· Print the Hotline log

· Ensure the log has the date and time noted and forward it to the Shift Supervisor as time permits.

Typical script:
“ERCOT is moving from EECP Step 2 to Step 1, All EILS are being recalled.”


	2c
	Ensure the following steps are complete:

· EECP Step 2 to Step 1 is posted on the Emergency Notification System (ENS) short version – 32 characters
· EECP Step 2 to Step 1 is posted on the Market Information System (MIS)

	2d
	If Block Load Transfers have been executed, restore them as system conditions permit.

Typical Script: “TOs who have transferred load to Non-ERCOT control areas may restore such load as local conditions permit. Keep ERCOT advised on the progress and completion this task.”

	2e
	Instruct the Frequency Control Desk to notify QSEs that BLTs are being restored.

	2f
	Recall EILS. 
Maintain a minimum of 2300 MWs of Adjusted Responsive Reserve..

Move from EECP Step 1 to Termination when:

· All EILS resources have been recalled, AND
· All uncommitted units secured in EECP STEP 1 can be release to reduce generation, AND
· Emergency power from the DC Ties is no longer needed, AND
· Sufficient Regulation Service exists to control to 60 Hz.

	1a
	Move from EECP Step 1 to Termination when:
· EILS resources have been recalled. AND

· All uncommitted units secured in EECP STEP 1 can be released to reduce generation, AND
· Emergency power from the DC Ties is no longer needed, AND
            Sufficient Regulation Service exist to control to 60 Hz.

	1b
	Using the hotline, notify all TOs of the reduction from EECP 

Step 1 to termination:

· Print the Hotline log

· Ensure the log has the date and time noted and forward it to the Shift Supervisor, as time permits.

Typical script:
“ERCOT is terminating EECP. An Alert still remains in effect.”


	2.5.8
Block Load Transfer

	Step #
	Procedural Steps

	NOTE:
	Restoration of service to outage customers using BLT’s will be accomplished as quickly as possible if the transfers will not jeopardize the reliability of the ERCOT System and only under specific Dispatch Instructions from ERCOT.

	NOTE:
	The necessary Market Participant agreements, metering, and ERCOT settlement systems are to be in place prior to implementation of any BLT.  For verification information, refer to the Shift Supervisors procedure book (Registered BLTs tab) for a current list of registered BLTs.  All other BLTs need verification from Wholesale Client Services prior to implementation.

	
	


· 
· 

· 
· 

	1
	If ERCOT picks up load from CFE or SPP, execute the following:

· 
· 
· 
· 
· Determine with the TO an estimated time it will take to transfer the load
· Determine the amount of load being transferred into ERCOT
· Consult with the Operation Engineering Support to ensure system security has been addressed
· Notify the Manager, System Operations and the Manager of Wholesale Client Services by e-mail that a BLT has been initiated.  If the BLT is not on the current list of registered BLTs, notify by phone
· Once it has been determined which QSE will supply the energy, issue a VDI to that QSE
· If the TO requests a VDI, issue a VDI to the TO
· Coordinate/Notify SPP or CFE (through AEP TO)



	2
	Congestion management issues that arise from switching variations due to BLTs will be handled per ERCOT’s congestion management procedures.

	3
	If CFE or SPP picks up load for ERCOT, execute the following:

· Issue an Alert or Emergency Notice
· Determine with the TO an estimated time it will take to transfer the load
· 
· 
· 
· 
· Determine the amount of load being transferred out of ERCOT
·  Notify the Manager, System Operations and the Manager, Wholesale Client Services by e-mail that a BLT has been initiated. If the BLT is not on the current list of registered BLTs, notify by phone

·  Once it has been determined which QSE will supply the energy, issue a VDI to that QSE
· If the TO requests a VDI, issue a VDI to the TO

· Coordinate/Notify SPP or CFE (through AEP TO)

· 


	
	

	4
	BLTs to or from ERCOT may be curtailed or terminated in order to maintain the reliability of the supporting system.  Discuss with TO the process and time it will take to separate the connection if a reliability issue arises.


	2.6.1
Issue Verbal Dispatch Instructions (VDI)

	Step #
	Procedural Steps

	PURPOSE:  
	ISSUE a VDI to QSE(s) specifying changes to generation.

	NOTE:
	VDIs should not re-iterate an instruction given via XML.

	NOTE:
	Whenever a VDI is issued request the QSE or TO to repeat back the instructions. IF the QSE or TO hotline is used to issue a VDI, direct all hotline participants to remain on the line until a hotline participant of your choice correctly repeats back to you the directive. If the repeat back is not acceptable, restate the instructions and direct them to repeat back again. Continue until an acceptable repeat back is received.

	1
	Communicate required information to QSE(s) via telephone (using the hotline if appropriate).

	NOTE:
	VDI numbers as described here are only required for VDIs documented using the paper form.  VDIs documented using the OOM tool (post EMMS Release 4) will not have a number available to the operator.

	2
	As time permits, complete the VDI form (Appendix 3).

The following are required fields on all VDIs:

· VDI #

· EXAMPLE:  For the 4th VDI issued by the Frequency Control Desk on July 22, 2005 the number would appear as “F-072205-4”

· Operating Day

· ERCOT System Operator

· Receiving Entity

· Receiving Entity’s Operator

· Time & Date

· Instruction

· Reason for Instructions

· Intervals

· ERCOT Operator’s signature

Blank fields are to have N/A entered.

	3
	As time permits, forward the VDI form to the Shift Supervisor.

	4
	LOG in the Operator’s Log the VDI information and information relevant to the decision for issuing the VDI.























