Power Operations Bulletin # 384

ERCOT has revised the Shift Supervisor Procedure Manual.

The specific changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
2. 
Control Center Supervision Duties

2.1 
Provide Technical & Operational Support

The Shift Supervisor is responsible for ensuring operations are in compliance with ERCOT Protocols, NERC Standards, Operating Guides, and Operating Procedures.  The Shift Supervisor must have a very good understanding of the ERCOT Protocols, Operating Guides, and NERC Standards.

The Shift Supervisor may consult with Operations Support, Operations Planning, Market Operations, or any resource he deems necessary to resolve and clarify market related issues.  He/She will assist the System Operators in resolving market issues.

The Shift Supervisor also monitors and ensures that adequate coordination between the ERCOT Control Center and SPP and CFE is maintained.  To this effect the Shift Supervisor monitors the communications and coordination between the DC-Tie Desk and SPP and CFE.

 The Shift Supervisor is responsible for running primary operations from the Backup Control Center once per month.  This is to ensure all desks are functional in the case of an emergency.
The Shift Supervisor has the authority to coordinate additional support to assist during emergencies, system and weather related disturbances, and high demand periods as deemed necessary.  Support may be required from Operations Support, Operations Planning, Market Operations, Outage Coordinators, and System Operators assigned to the Backup Control Center.  The Shift Supervisor also has the authority to assign temporary duties to this additional support staff.

Finally, other Shift Supervisor duties may require the on-shift Shift Supervisor to leave the Control Center from time to time.  On these occasions, the Shift Supervisor may delegate his duties to another system operator on a temporary basis.  The Shift Supervisor shall remain in contact and accessible to the control center via available communication means.

	2.1.10     Supervise Coordination with SPP and CFE

	Step #
	Procedural Steps

	NOTE:
	The ERCOT ISO is only connected to another RC through asynchronous ties.  The coordination and communication that must take place with SPP and CFE is outlined below.  It is the responsibility of the Shift Supervisor to ensure this coordination takes place.

· DC-Tie Tagging Activities
· EEA Levels
· Outages on DC-Ties

· BLT’s
· Arming of the Monticello SPS
Communications with CFE will be coordinated through AEP Corpus.

	1
	Confirm that the DC Tie schedules and E-Tags were properly verified. Ensure that the “after-the-fact checkout” is performed each night and e-mailed to the appropriate entities as outlined in the DC-Tie Procedures.

	2
	ERCOT’s EEA status must be communicated to the SPP Reliability Coordinator as outlined in the DC-Tie procedures. 

	3
	All planned and forced outages that affect the DC-Ties shall be coordinated with the Tie Operator(s) and SPP (if SPP DC-Ties affected).  A message must also be posted on the MIS for planned outages on any commercial DC-Ties.  

	4
	Notify the SPP Reliability Coordinator when a BLT is initiated between ERCOT and SPP, as outlined in the Transmission & Security procedures.

	5
	Notify the SPP Reliability Coordinator when the Monticello SPS arms.  If the SPS activates, the DC-E will trip.


	2.1.12     Monitoring CSC & W-N Stability Limits

	Step #
	Procedural Steps

	NOTE:
	NERC Standard TOP-004-0 states to ensure that the transmission system is operated so that instability, uncontrolled separation, or cascading outages will not occur as a result of the most severe single Contingency and specified multiple Contingencies.

	1
	Monitor CSCs and the W-N stability limit during the shift.
If necessary: 
1. Open PI Process Book

2. Select Transmission Limit & Flow Summary for the ERCOT Top Page tab.

3. Check each CSC flow during the desired date range

a. Select Calendar to change the date range (The display will graph the CSC limit and line flow for that date range)

b. Deselect first flow and check next flow

c. Continue until all flows have been selected and all data has been collected.

	2
	If any CSC or the W-N stability limit exceeds the limit for more than 30 consecutive minutes:

· Log it under log type “Exceeding Limits”.

· Include the date and time of the violation
· The system conditions that caused the violation.

· Run a System Security Analysis (Real Time Snapshot) Study near the highest flow.

· Save the study in the STNET directory.

	3
	Notify by e-mail (including data from Step 2)

· Shift Supervisors 
· Ops Support Engineering
· Beth Garza

· Isabel Flores


	2.1.13    Monitoring Market Clearing Prices

	Step #
	Procedural Steps

	1
	· IF a constraint becomes “ACTIVE”, verify that the Transmission & Security Desk Operator is monitoring it and that it is not being over constrained.
· IF the Zonal pricing shows to be abnormally high or low, check market conditions for that interval to insure that there is a sufficient amount of Balancing Energy, the Balancing Offset is reasonable, and active constraints are reasonable.


	2.2.2 Capacity and Reserve Monitoring

	Step #
	Procedural Steps

	NOTE:
	· Step numbering in this procedure is only for reference purposes. The sequence of performance is at the discretion of the operator.

· The Excel MAI shall be used to determine insufficient capacity and balancing energy shortages.

	1
	It may be necessary to make the decision to deploy Non-Spin from the Excel MAI and not the hour-ahead study.
IF the load forecast is reasonable, DETERMINE if the “Adj. Bal up needed” can be covered with the balancing bids. 

	2
	IF the load forecast is reasonable AND the “Adj. Max Capacity Room” on the Excel “Market Analyst Interface” (MAI) shows insufficient capacity

ISSUE an OCN stating that ERCOT is projecting a capacity shortage AND 
REQUEST the QSEs to update their Resource Plans, specifically for the time frame which shows the capacity insufficiency.

	3
	IF the Excel MAI still shows a capacity shortage, ISSUE an alert stating that ERCOT is projecting a capacity shortage for the hours in question.

	4
	IF the MOI MAI is also showing the shortage: 

· RUN an RPRS study (not a market) early enough to EVALUATE if an adjustment period RPRS market would solve the capacity shortage.

· IF the load forecast being used by the RPRS study does not appear to be reasonable, CONSIDER adjusting the load forecast.

· IF an RPRS market provides a solution, THEN refer to the Day Ahead Desk procedure.

· IF an RPRS market does not present a solution, THEN continue.

	5
	Depending on the amount of capacity shortage and unit start up times, OOMC enough capacity to cover the projected shortage based on a reasonable load forecast from the Excel MAI.

	6
	IF a capacity shortage actually occurs, THEN refer to the Frequency Control Desk operating procedures.

	7
	WHEN the Excel MAI shows sufficient generation capacity to cover the load forecast, DISCONTINUE the alert.


	2.2.9
Texas RE Event Analysis 

	
	Procedural Steps

	
	WHEN a significant event (see NOTE below) occurs, within one hour

· complete the form located in Attachment B “Texas RE Event Analysis Form”
· E-mail to distribution group entitled “TRE Event.”
· The subject line of the e-mail should read “TRE Event.”

	NOTE:
	For purposes of this event analysis process, significant events include, but are not limited to, the following:

· Emergency Electric Curtailment Plan (“EECP”) implementation

· Emergency Notice issued

· Simultaneous loss of any combination of three generating units, transmission lines, and autotransformers (138 kV and above)

· Special Protection System (“SPS”) activation

· Remedial Action Plan (“RAP”) or Mitigation Plan (“MP”) implementation requiring load shedding

· Under frequency relay operations (or frequency deviations greater than 0.3 Hz from scheduled frequency)

· Sustained voltage deviations greater than 5% on 345 kV system

· First contingency security violations for significant transmission elements 
· Failure of computer systems at ERCOT, QSE, or TO (NOTE: Failure of backup systems or failover to backup systems is not a reportable event)
· Voltage collapse on portions of 138 kV or 345 kV system

· Loss of an ERCOT, QSE, or TO control center

· Black Start Plan initiation

· Uncontrollable loss of 150 MW or more of firm load shed for more than 15 minutes from a single incident

· 
· ERCOT failure to meet NERC Performance Standards related to frequency control or transmission security

	NOTE:
	There are also DOE and several NERC reportable events that could trigger an investigation.  To report such an event, see section 2.2.10.


	2.2.10
NERC and DOE Disturbance Reporting 

	
	Procedural Steps

	
	When Disturbance reporting is required: 

	NOTE:
	NERC E-mail address:  esisac@nerc.com, fax (609) 452-9550

DOE E-mail address:  doehqeoc@oem.doe.gov, fax (202) 586-8485

DOE Operation Center voice phone:  (202) 586-8100

	NOTE:
	Disturbance Reporting requirements can be found in NERC Standard EOP-004-1.  The DOE EIA-417 Schedule 1 report and NERC Preliminary report are to be filed within 1 hour after the start of the incident or disturbance. The Operations Support Engineering group will follow-up with the DOE EIA-417 Schedule 2 report and NERC Final report.

	1
	Forward the TSP(s) report or the Director of Cyber Security’s report to NERC, DOE, and the “NERC and DOE Disturbance Reporting” e-mail list.  Ensure all three entities receive the report.  (e.g. If TSP or Director, Cyber Security sends a report to only one entity; make sure the other two entities receive the report as well.)

	2
	ERCOT is required to issue a report to NERC and DOE even when the disturbance does not require a report from a TSP (e.g. The disturbance involves two or more TSP areas that meets the requirements for reporting.) or if a report is received from the Director, Cyber Security, then do the following:

· Complete required NERC report per Attachment 1-EOP-004 and/or
· Complete required DOE OE-417 Schedule 1 report
· Forward reports to NERC, DOE, and the internal ERCOT “NERC and DOE Disturbance Reporting” e-mail list.
· esisac@nerc.com
· doehqeoc@oem.doe.gov
· NERC and DOE Disturbance Reporting

	3
	In the body of the e-mail, type the following:

"Contains Privileged Information and/or Critical Energy Infrastructure Information - Do Not Release."

	NOTE:
	NERC report forms can be downloaded at http://www.nerc.com/page.php?cid=5|66
DOE OE-417 report forms can be downloaded at
ftp://ftp.eia.doe.gov/pub/electricity/eiafor417.doc

	NOTE:
	A guideline on “Threat and Incident Reporting” can be found at http://www.esisac.com/


	     2.2.15
EECP/EEA (Energy Emergency Alert) Reporting 

	Step #
	Procedural Steps

	NOTE:
	There are four levels of EEA’s, as ERCOT enters each level, postings must be made on the NERC Reliability Coordinator Information System (RCIS). 
EEA 0: All previous alerts have been terminated and the entity can supply all energy requirements.  EEA 0 is comparable to the termination of EECP Step 1.  

EEA 1 – All available resources in use.  The entity foresees or is experiencing conditions where all available resources are committed to meet firm load, AND is concerned about maintaining its required Operating Reserves. EEA 1 is comparable to EECP Step 1.

EEA 2 - Load management procedures in effect. The entity can no longer provide expected energy requirements and foresees or has implemented procedures up to, but excluding, shedding firm load. EEA 2 is comparable to part of EECP Step 2 and Step 3.

EEA 3 – Firm load interruption imminent or in progress. The entity foresees or has implemented firm load shed.  EEA 3 is comparable to EECP Step 4.

You may declare whatever alert level is necessary, and need not proceed through the alerts sequentially.

Reference NERC Standard EOP-002-2 Capacity and Energy Emergencies for detailed information.
http://www.nerc.com/files/EOP-002-2.pdf


	1
	If EECP step 1 is implemented, post following message to RCIS:

“ERCOT is in EEA 1.”

	2
	If EECP step 2 or step 3 is implemented, post following message to RCIS:

“ERCOT is in EEA 2.”

	3
	If EECP step 4 is implemented, post following message to RCIS:

“ERCOT is in EEA 3.”

	4
	When recalling EECP/EEA, reverse the order and make the appropriate RCIS postings.

When the emergency condition has been terminated, post EEA 0 (zero), as shown below:. 
“ERCOT is in EEA 0.”

	NOTE:
	Progression to EEA 3 requires filing a report with NERC.  The report (Energy Emergency Alert 3 Report) can be obtained from the following link:
http://www.nerc.com/fileUploads/File/Energy_Emergency_Alerts/Energy_Emergency_Alert_3_Report_Form.doc



	NOTE:
	Refer to Appendix 3: ERCOT EECP and NERC EEA Notification Requirements.


	2.7.6
Loss of Primary Control Center Functionality 

	Step #
	Procedural Steps

	NOTE:
	In the case that the primary control center becomes inoperable, all operations shall be transferred to the back-up control center.

The Training Department shall be responsible for providing annual training to ensure that operating personnel are able to implement the contingency plan.  
Periodic tests, at least annually must be conducted to ensure viability of the plan.  

	NOTE:
	Primary operations will be conducted from the backup center at least once per month.  See appendix 4.

	NOTE:
	In the case that data and/or voice communication from the primary control center are not functioning, see procedure 2.7.5.

	NOTE:
	It is not expected to take more than one hour to implement the contingency plan for loss of primary control center.  However, the interim provisions in this procedure must be performed to ensure the reliability of the ERCOT Grid. 

	NOTE:
	Step 4 of this procedure will also be followed for a catastrophic failure of the EMMS System.  

	1
	Loss of primary control center could be due to imminent danger.  Examples are listed, but not limited to the following:

· Bomb threats

· Chemical spills

· Chemical or biological attacks

· Hostage situation

It will be the responsibility of the Shift Supervisor to determine the risk and ensure the safety of control room personnel.

	2
	If threat is unconfirmed, call additional operators to staff the backup in case evacuation is needed.  Once threat is confirmed, proceed to step 3.

	3
	Upon confirmation of imminent danger to control room personnel immediately evacuate the control room to a secure area, taking the control room cell phone and a copy of this procedure with you.  Notify ERCOT Security. 

ERCOT Security extensions:

TCC1 – Ext. 3000

TCC2 – Ext. 6400

ACC – Ext. 7000



	4
	Direct the Backup Control Center operator to this procedure to perform the following:

· Request a large QSE (that has regulation reserve) to be placed on constant frequency control.

· Issue fleet VDI’s if QSE on constant frequency needs assistance controlling frequency.
· Place a Hotline call to QSEs and TOs notifying them that the ERCOT Primary control center is inoperable and issue them the following instructions.
Hotline call to QSEs:
Typical Script:  “This is <state your name>, ERCOT is in the process of transferring operations from the primary control center to the backup control center due to <define situation>.  Further information will be forthcoming as necessary.  Until further notice, all phone calls to ERCOT should be directed to (512) 225-7100.  All QSEs are to follow their base power schedules and hold the last good interval.  QSE XXX, go on constant frequency to control the frequency.  QSE are to maintain their voltage profiles.  Are there any questions?”
Hotline call to TOs:

Typical Script:  “This is <state your name>, ERCOT is in the process of transferring operations from the primary control center to the backup control center due to <define situation>.  Further information will be forthcoming as necessary.  Until further notice, all phone calls to ERCOT should be directed to (512) 225-7100.   Until further notice, please notify ERCOT when thermal limits reach 85% of the static rating.  Zonal transfers and the West to North stability limits are to be reported when power flows reach 85% of their respective limits.  Transmission voltages are to be reported when approaching 0.95 or 1.05 per unit. Are there any questions?”


	5
	The Shift Supervisor will notify the following:

· Help Desk (to notify EMMS Support, Telecommunications)
· Manager of System Operations

· Engineering Support 

· NERC

· Call out shift personnel to staff the backup site, including a Shift Supervisor, unless Primary Control Center shift will be relocating from the primary control center to the Backup Control Center.

These phone numbers have been programmed into the control room cell phone.

	6
	Monitor the potential critical facilities that are currently showing on the real-time contingency analysis (RTCA).

The list of potential critical facilities is located on the contingency list that can be found at the link below:
http://www.ercot.com/content/gridinfo/transmission/docs/ERCOT_Contingency_GRPList_2003.xls


	7
	RECORD the following in the shift log:

· Date

· Time of event

· Description of events, failures, or incident

· Actions taken and resolution

· Time of system or function restoration
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