Power Operations Bulletin # 375
ERCOT has revised the Transmission & Security Desk Procedure Manual.

The specific changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html
	2.1.2 Real Time Contingency Analysis (RTCA) Constraint Validation

	Step #
	Procedural Steps

	NOTE:
	The order of steps in this procedure is a recommendation.  The system operator will determine the sequence of steps, or any additional actions required to ensure system security.

Zonal Congestion Management Techniques are OC1s.  Deployment of Non-Spin may be used if approved by the Shift Supervisor.
Local Congestion Management Techniques consist of OC3s, unit specific dispatch instructions (OOME or VDIs), Remedial Action Plan (RAP), Pre-Contingency Action Plan (PCAP), Mitigation Plan (MP), and Temporary Outage Action Plans (TOAP).  TOAP guidelines are located in the Outage Notes.  Unit specific dispatch instructions may be determined by Shift Factors or studies, whichever the system operator deems most appropriate. 

	1
	VERIFY RTNET and RTCA processes are enabled.  If not, enable them.

	2
	Determine if RTCA has run within 20 minutes.

	3
	If RTCA has not run within 20 minutes, refer to “RTCA Call Out Procedure” in section 2.1.3.

	4
	If RTCA has run within 20 minutes, EXAMINE the RTCA contingency violations “Branch” summary, and ENSURE that no post contingency overloads greater than 100% of the emergency rating exist.  IF post-contingency overloads greater than 100% of the Emergency Rating exist, 

· ENSURE that no Special Protection Scheme (SPS), Remedial Action Plan (RAP), Pre-Contingency Action Plan (PCAP), Temporary Outage Action Plan (TOAP), or Mitigation Plan (MP) exists to alleviate the loading post contingency, AND 

· ENSURE the Pre-contingency value listed on the violation summary is reasonably accurate.

NOTE:  The electronic and hard copy for the RAPs, PCAPs, and MPs are to be considered current.  Should a conflict exist between the electronic and hard copy, the electronic version is to be used.
The electronic version is located at <\\cpwp004d\system operations\Remedial Action Plans> 

A hardcopy of the SPSs is maintained on the floor by the Operations Support Administrative Assistant.
TOAPs are located in the daily Outage Notes.

	4a
	If RTCA has run within 20 minutes, EXAMINE the RTCA contingency violations “Voltage” summary (it has multiple pages), and ENSURE that no post contingency over voltage violations greater that the emergency switchyard voltage rating exists at the STP and CPSES 345 kV buses.

For Comanche Peak

System

345 kV

138kV

Nominal Voltage

352 kV

141 kV

Tolerance

+2.56% or
 -3.40%

+2.13% or

- 4.26%

Maximum Voltage

361 kV

144
Minimum Voltage

340 kV

135
For South Texas Project

System

345 kV

Nominal  Voltage

362.25 kV

Tolerance

+2% or -4%

Maximum Voltage

369.5 kV

Minimum Voltage

347.8 kV

If post-contingency violations greater than the Emergency Rating exist, COORDINATE with the Transmission Operator and QSE and take the DIRECT appropriate voltage control action.

	5
	IF the pre-contingency value appears to be accurate and a SPS, RAP, PCAP, TOAP, or MP exists, refer to the respective procedure and operate accordingly.

	6
	IF the SCADA is of similar magnitude to the Pre-contingency value and no SPS, RAP, PCAP, TOAP, or MP exist, go to step 8.

	NOTE:
	When making any changes to the SCADA database, document the changes using the SCADA tagging function.  Refer to Addendum 1 for guidance.

	7
	IF the Pre-contingency value appears to be inaccurate, do NOT employ congestion management techniques.  

· Inform the Shift Supervisor and he/she will decide if an Operations Support Engineer should be called.

	8
	IF post contingency overloads greater than 100% exist without an SPS, RAP, PCAP, or a TOAP is in place to relieve, EMPLOY congestion management techniques to eliminate the post contingency overloading.

	9
	IF post contingency overloads greater than 100% of the “15-minute Rating” exist with a RAP in place to relieve, EMPLOY congestion management techniques to reduce the predicted post contingency loading to no more than 100% of the 15-minute rating.  

	10
	IF any RTCA results predict a Facility Rating will exceed post-contingency loading 125% or greater of the facility’s Emergency Rating, this is considered to be a potential IROL.  Take additional manual actions as necessary to resolve the contingency overload within 30 minutes.  

Notify the on-call Operations Support Engineer and ask for a Mitigation Plan if one does not exist.

If the system operator determines that the Pre-contingency value or system topology is incorrect, OR if a SPS, RAP, PCAP, TOAP, or MP exists, step 10 may be omitted.

	11
	If congestion management techniques fail to resolve congestion and the transmission system is beyond first contingency criteria, ISSUE an Alert per section 2.5.3.  

	12
	Periodically check the Base Case violations display for Thermal overloads.

	13
	If a Thermal overload exists in real time, EMPLOY congestion management techniques to relieve the overload.
If the system operator determines that the Pre-contingency value or system topology is incorrect, step 13 may be omitted.

	14
	Periodically check the “Contingency Solution Results” display.  If there are more than five (5) unsolved contingencies, run the State Estimator again.  If more than five (5) remain, call the on-call State Estimator Support Engineer. 
If any unsolved (pink) contingencies exist for an extended period of time, as time permits, notify the on-call Operations Support Engineer.

· Contingencies that are known to remain unsolved, or have been reported before, should not be included in the five (5) mentioned unsolved contingencies.


	2.1.4  OOME – VDI Guidelines

	Step #
	Procedural Steps

	NOTE:
	The order of steps in this procedure is a recommendation.  The system operator will determine the sequence of steps, or any additional actions necessary to ensure system security.
Step 1 does not apply to wind units.

	1
	If an OOME Dispatch instruction will result in the unit being dispatched off-line (i.e., less than the minimum operating limit for that resource), then:

· The duration of the OOME Dispatch instruction should end at the next scheduled off-line time according to the Resource Plan, OR the end of the operating day, whichever is shortest.

· If the QSE representing the resource expresses a need for that resource to be returned on-line, and there is no negative impact on system reliability, then re-tract   the OOME instruction for the appropriate intervals.

	2
	When system conditions require one CT of a Combined Cycle Plant to be OOME’d off line, use the following steps: 

· Contact the QSE and determine which CT should receive the OOME

· Obtain from the QSE the MW output impact the CT’s OOME will have on        

the steam unit.

· OOME the required CT off line.
· Send an OOME equal to the amount the steam unit will produce when the  

CT is shut down.  The intervals for both OOMEs should be the same.

	3
	When issuing a unit specific dispatch instruction(s) to a plant to change the output, but where all units will remain on line:

· Determine what the net plant output should be.

· Determine the unit(s) and MW amount per unit to be dispatched.

· Send the dispatch instruction.

	4
	When a QSE receives a dispatch instruction that will prevent them from performing their Ancillary Service obligation, the system operator may choose to exercise one of the two following options:

· Upon a QSE’s request, issue a VDI to relieve the QSE from their Ancillary obligation.  Should system conditions warrant, a second market may be necessary to procure additional Ancillary Services. Inform the Shift Supervisor that it may be necessary to open a second market.



	5
	When an SPS activates and that SPS activation de-rates a resource or takes a resource off line, issue a VDI to the affected QSE.

· The beginning time on the VDI will be the interval that the SPS activated.

· The ending time on the VDI will be the interval the SPS was restored to service.

· The exception will be VDI’s will not exceed four (4) hours after the time of activation.
· If the resource is a DC tie, include the name and zone of the tie.
Typical Script on the VDI: “SPS activation, caused <unit name or DC tie name> to <trip or runback>”.

	6
	If issuing an OOME instruction on quick-start CTs that are showing “On” and “Plan MW” = 0, follow up with an OOMC VDI for settlements.

	7
	As time permits, forward the VDI to the Shift Supervisor.


	2.2.2 OOME when OC3 not Effective

	Step #
	Procedural Steps

	NOTE:
	All wind units have the non-bid flag checked in the Resource Plan which will prevent them from receiving local congestion instructions.  When OC3 activation is not effective due to excessive wind generation output, the following steps shall be taken to OOME wind generation to relieve transmission congestion.

	NOTE:
	IF any RTCA results predict a Facility Rating will exceed post-contingency loading 125% or greater of the facility’s Emergency Rating, this is considered to be a potential IROL.  Corrective action must be taken within 30 minutes to reduce the flow below 125%.  

	1
	Activate an OC3 for local congestion as mentioned in Section 2.2.1.

	2
	Upon activation of the OC3, perform a Contingency Analysis study as indicated in Appendix 2 of this procedure.

	3
	After performing a Contingency Analysis study, navigate to the Network Constraints Summary by going to Analyst Displays ( Contingency Analysis Displays ( Shift Factors, or typing NETSENS_CONSTRAINTS in the command line at the top of the display.

	4
	On the Network Constraints Summary Display, scroll to the constraint for which the corresponding OC3 was created.  Click on the circle with an “i” inside it on the right hand side of the display.  This will bring up the Network Constraints Details.

	5
	The Network Constraints Details display shows all units which have positive or negative shift factors above 1 % for the given constraint.  Scroll through this list to find the wind units with the greatest positive shift factors.
Compare this list with the resource plan in the MOI.  For wind units where the LSL and HSL are the same, OOME the units to 0 output, starting with the units with the highest positive shift factor as they can not respond to Down Balancing instructions.
To determine how many units to OOME to zero, use the rule of thumb that the MW output of the units times their shift factor will be approximately the amount of MW change expected on the overloaded element of concern.

	6
	If local techniques fail to maintain system security, an Emergency Notice must be declared by ERCOT before Zonal Techniques may be utilized.


	2.2.3
Zonal (CSC) Congestion Management

	Step #
	Procedural Steps

	NOTES:
	Each Transmission Operator shall operate so that instability, uncontrolled separation, or cascading outages will not occur as a result of the most severe single contingency.

Potential IROLs are defined in the day-ahead analyses or when changes in system conditions warrant further evaluation.  If a CSC has been marked as an IROL on the “Transmission Limits” sheet, ensure the limit is honored.  If the limit is violated, take all possible actions to get below the limit in 30 minutes or less.  
The order of steps in this procedure is a recommendation.  The system operator will determine the sequence of steps, or any additional actions necessary, to ensure system security.

Constraint: A contingency and limiting Transmission Element pair that is an anticipated or actual security violation or overload of a transmission element, based on actual network topology.

· Utilize Zonal Techniques to resolve flow limit violations on constraint pairs in which the contingency and limiting element are CSC/CREs.  

· Typically use Local Congestion Techniques to resolve flow limit violations on any constraint that does not involve a CSC/CRE as both the contingency and the overloaded element.
· Utilize local techniques until the point that they are ineffective and the system may be in an insecure state.
· If local techniques fail to maintain system security, an Emergency Notice must be declared by ERCOT before Zonal Techniques may be utilized.
A current list of CSC/CRE DATA is posted on the following ERCOT website: http://mospublic.ercot.com/ercot/jsp/csc_cre.jsp
The CSC Limits are computed and posted on the ERCOT website by Operation Support Engineering during the day-ahead planning process.  These limits are based on the day-ahead Resource Plans and forecasted system conditions.


	
	

	1
	The Real-Time CSC Limit Calculator has automated the once daily posting process and allows ERCOT to update the limits as often as once an hour.  By updating the limits on a CSC in a timelier manner this will allow ERCOT to maximize the flow across CSC zones.

	2
	ERCOT Operations will monitor and/or update the RTMONI limit page at least once an hour.  The number should be rounded to a whole number.  Enter a “1” if the Real-Time CSC Limit Calculator has populated a negative number until the application is fully operational.

	NOTE:
	If RTCA shows a post contingent overload on an ERCOT CSC/CRE element and the Real-Time CSC Limit Calculator has run, the application will display the letters OL (Over Limit).

	3
	If the Real-Time CSC Limit Calculator has run and the application has displayed the letters OL.  Verify that the post contingency overload on the ERCOT CSC/CRE element has cleared in RTCA and restart the Real-Time CSC Limit Calculator application by activating the manual Run Sequence on RTCA.

	4
	In the event the Real-Time CSC Limit Calculator is inoperable for a CSC.  Post the limits from “Transmission Limits to be Monitored” daily report at midnight in RTMONI.  Through the day if RTCA shows a post contingent overload before we get to the posted CSC limit start controlling to the new limit and post it in RTMONI.  If you have reached the CSC limit and it hasn’t come in on RTCA keep raising the posted limit until the new limit is defined by the RTCA results, then post it in RTMONI and start controlling to your new CSC limit.

	
	

	5
	When a CSC/CRE contingency associated with a valid CSC/CSE element approaches or exceeds its limit on the “Real-Time CSC Limit Calculator”, EMPLOY Zonal Techniques.

· As the CSC/CRE approaches its limit, the system operator may use his/her discretion when to implement congestion management, either before or at the time the limit is exceeded, depending on system conditions and RTCA results.

	Note:
	ERCOT should utilize Zonal Techniques when RTCA is unavailable for greater than 10 minutes and a credible CSC/CRE approaches or exceeds its CSC limit from RTMONI.

	6
	When RTCA shows a post contingency overload on a posted ERCOT CSC/CRE, AND the CSC/CRE has not exceeded its’ limit on the “Real-Time CSC Limit Calculator, AND RTCA has solved within the last 10 minutes, then RTCA results should be used as a basis for managing zonal congestion, EMPLOY Zonal Techniques.  When the post contingency overload on a posted ERCOT CSC/CRE has been resolved, restart the Real-Time CSC Limit Calculator for a new CSC limit. 

	7
	The W-N and N-W OC1 should never be used for a contingency overload through the Putnam 138KV line UNLESS the Putnam Phase-Shifter is out of service.  If an overload on the Putnam 138kV lines shows in RTCA, have AEP adjust the phase-shifter set point lower to clear the overload.

	8
	If Zonal Techniques fail to control the flow within NERC requirements, utilize Local Congestion Management Techniques.

· Use the MIS to post that local techniques are being used to control CSC congestion.

Typical Script: “Zonal congestion management techniques have been unsuccessful in controlling the “<zone – zone>” CSC congestion.  Local techniques will be utilized.”

	9
	If OOME becomes necessary, units that have their HSL and LSL set to the same value cannot respond to market deployments and may be deployed to 0 output.
· This action would be considered local techniques.

	
	
· 
· 


	10
	If Local Techniques fail to control a non posted CSC/CRE contingency and overloaded element within NERC requirements, utilize Zonal Congestion Management Techniques.
· A transmission condition has been identified causing unreliable operation or overloaded elements.
· An Emergency Notice must be declared by ERCOT before Zonal Techniques may be utilized
· Use the MIS to post that zonal techniques are being used to control non-posted CSC congestion.

Typical Script: “Local congestion management techniques have been unsuccessful in controlling the “<zone – zone>” CSC congestion.  Zonal techniques will be utilized.”

	
	

	NOTE:
	Zonal limits may change due to an outage cancellation, extension of an outage, or the early completion of an outage.


	2.2.4
West-North Dynamic Stability Limit

	Step #
	Procedural Steps

	1
	If the West-North limit calculated on the spreadsheet changes value or color, update the RTMONI limit on the “Stability-WN” monitor to the value shown on the spreadsheet.

	2
	If the monitored flow on the Stability-WN monitor exceeds the limit, utilize local congestion techniques.



	
	



	3
	 Units that have their HSL and LSL set to the same value may be deployed to 0 output.


[image: image1.wmf]Enter 6 line West-

North

Stability limit here



	2.2.7
SPS Intervention

	Step #
	Procedural Steps

	Note:
	Real Time Contingency Analysis (RTCA) indicates a Post Contingent overload(s) on a Contingency in which the SPS will not mitigate all the overloaded elements automatically.  In this case, Congestion Management techniques will be utilized to return the system to the state in which the SPS was designed to automatically relieve the overload.

	Note:
	Typically SPS’s are to solve post-contingent overloads on the Transmission System.  Due to outages, either (Planned or Forced) the Transmission topology is changed temporarily.  During these conditions the ERCOT Transmission & Security operator(s) will utilize Congestion Management techniques to prevent any known SPS from operating in a pre-contingent state.

	1
	Monitor the Excel spreadsheet “Real Time Values”
· Each SPS will be displayed, as the SPS activation threshold increases the display changes colors
· Greater than 80% but less than 90% turns Orange
· Greater than 90% turns Red

	2
	If the system operator receives a call from a TSP or as the threshold increases on the SPS to greater than 90%, then congestion management techniques should be employed in an attempt to prevent its’ activation. 

	Note:
	If an SPS operates refer to procedure:

·  2.1.4  OOME – VDI Guidelines
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