	

	



Power Operations Bulletin # 371
ERCOT has revised the Shift Supervisor Desk Procedure Manual.

The specific changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html


	2.1.3        Performing Unannounced Unit Testing

	Step #
	Procedural Steps

	NOTE:
	Operations Planning shall send a list of resources to be tested via e-mail.  You may test these units at your convenience; however try to have all the units on the list tested within 1 week of receipt of the list of resources.  The resource shall be on-line before beginning the test.  The ERCOT Shift Supervisor also has the authority to request unannounced testing at anytime.

· Multiple resources within a QSE may be tested within a single 24-hour period, but no more than two resources within a QSE may be tested simultaneously.

· Combined cycle trains shall be evaluated based on the capability of the entire train.

· QSEs associated with a jointly owned unit will be tested simultaneously. 

· Hydro and wind generation are excluded from being tested.
· Nuclear-fueled Generation Resources should not be subjected to Unannounced Unit Tests without the approval of Manager, System Operations and direct supervision.
 

	1
	· ERCOT shall not perform an unannounced Generation Resource test during an Alert or EECP event.
· If an unannounced Generation Resource test is underway when an Alert or EECP event commences, ERCOT may cancel the test.


	2
	ISSUE a VDI instructing the resource to the HSL it has reported in its Resource Plan.  The QSE has the following time to reach its HSL, depending on its output when the test begins:

· At LSL – 60 minutes to reach 90% of HSL, and an additional 20 minutes to reach HSL

· Between LSL and 50 % of HSL – 60 minutes to reach HSL

· Above 50 % of HSL – 30 minutes to reach HSL

	3
	When the resource reaches its HSL, HOLD that resource at its HSL for at least 30 minutes.  NOTIFY the QSE that the test is complete, and RELEASE the resource from its VDI.

If the resource fails to reach its HSL within the time frame detailed in step 1, CONTINUE TO HOLD the resource for at least 30 minutes, and LOG this in the ERCOT logs.  NOTIFY the QSE that the test is complete, and RELEASE the resource from its VDI.

	NOTE:
	· Operations Planning will determine the Overall Test Result based on the real-time averaged MW telemetered information


	4
	NOTIFY the QSE to complete the QSE values on the Unannounced Seasonal Generation Verification Test Form and to submit the completed form via e-mail to unittest@ercot.com or fax to (512) 248-3055.  A copy of this Test From is in Attachment D of this Procedure.

	5
	COMPLETE the ERCOT values on the Unannounced Seasonal Generation Verification Test Form, and submit via e-mail to unittest@ercot.com or via Interoffice Mail addressed to the Operations Support Administrative Assistant.  A copy of this Test From is in Attachment D of this Procedure.

	Note:
	Follow normal procedures to relieve QSEs from Ancillary Service Obligations during the Unit testing.



	Note:
	Subject to ERCOT approval, the requested retest will take place within: the first twenty-four (24) operating hours of the designated Generation Resource after the request for retest or three (3) Business Days after the request for retest



	Note:
	Any VDI ERCOT issues as a result of a QSE-requested retest will not be compensated under Protocol section 6.8.2.3, - Energy Payments, but will be considered as an instructed deviation for compliance purposes. 



	Note:
	The test form is color coded to identify the fields to be completed:

· Blue fields – ERCOT completes

· Yellow fields – Both QSE and ERCOT completes

· Green fields – QSE completes




	2.1.12     Monitoring CSC & W-N Stability Limits

	Step #
	Procedural Steps

	NOTE:
	NERC Standard TOP-004-0 states to ensure that the transmission system is operated so that instability, uncontrolled separation, or cascading outages will not occur as a result of the most severe single Contingency and specified multiple Contingencies.

	1
	If necessary, near the end of each shift, verify that the CSC & W-N Stability Limits have not been exceeded during the shift.

1. Open PI Process Book

2. Select Transmission Limit & Flow Summary for the ERCOT Top Page tab.

3. Check each CSC flow during the desired date range

a. Select Calendar to change the date range (The display will graph the CSC limit and line flow for that date range)

b. Deselect first flow and check next flow

c. Continue until all flows have been selected and all data has been collected.

	2
	If any CSC or the W-N Stability Limit exceeds the limit for more than 30 consecutive minutes:

· Log it under log type “Exceeding Limits”.

· Include the date and time of the violation
· The system conditions that caused the violation.

· Run a System Security Analysis (Real Time Snapshot) Study near the highest flow.

· Save the study in the STNET directory.

	3
	Notify by e-mail (including data from Step 2)

· Manager, System Operations 
· Ops Support Engineering
· Beth Garza

· Isabel Flores


	2.2.10  NERC and DOE Disturbance Reporting 

	
	Procedural Steps

	
	When Disturbance reporting is required: 

	NOTE:
	NERC E-mail address:  esisac@nerc.com, fax (609) 452-9550

DOE E-mail address:  doehqeoc@oem.doe.gov, fax (202) 586-8485

DOE Operation Center voice phone:  (202) 586-8100

	NOTE:
	Disturbance Reporting requirements can be found in NERC Standard EOP-004-1.  The DOE EIA-417 Schedule 1 report and NERC Preliminary report are to be filed within 1 hour after the start of the incident or disturbance. The Operations Support Engineering group will follow-up with the DOE EIA-417 Schedule 2 report and NERC Final report.

	1
	Forward the TSP(s) report or the Director of Cyber Security’s report to NERC, DOE, and the “NERC and DOE Disturbance Reporting” e-mail list.  Ensure all three entities receive the report.  (e.g. If TSP or Director, Cyber Security sends a report to only one entity; make sure the other two entities receive the report as well.)

	2
	If ERCOT is required to issue a report to NERC and DOE even when the disturbance does not require a report from a TSP (e.g. The disturbance involves two or more TSP areas to meet the requirements for reporting.) or if a report is received from the Director, Cyber Security, then do the following:

· Complete required NERC report per Attachment 1-EOP-004 and/or
· Complete required DOE OE-417 Schedule 1 report
· Forward reports to NERC, DOE, and the internal ERCOT “NERC and DOE Disturbance Reporting” e-mail list.
· esisac@nerc.com
· doehqeoc@oem.doe.gov
· NERC and DOE Disturbance Reporting

	3
	In the body of the e-mail, type the following:

"Contains Privileged Information and/or Critical Energy Infrastructure Information - Do Not Release."

	NOTE:
	NERC report forms can be downloaded at ftp://www.nerc.com/pub/sys/all_updl/standards/rs/EOP-004_NERC_IROL_and_Preliminary_Disturbance_Report.doc
DOE OE-417 report forms can be downloaded at
ftp://ftp.eia.doe.gov/pub/electricity/eiafor417.doc

	NOTE:
	A guideline on “Threat and Incident Reporting” can be found at http://www.esisac.com/


	2.2.11 PUC Daily Report

	Step #
	Procedural Steps

	NOTE:
	The PUC reports are to be generated twice per day:

In winter months at 0100 and 0500
In summer months at 1100 and 1500

The timing change will be determined by the Manager, System Operations.

	NOTE:
	Be able to provide a list of unplanned generation outages for the day if requested by the PUC.

	1
	Complete the PUCT Daily Report template at the appropriate times.

E-mail the report to the distribution list entitled “PUC-Available Generating Resources.” 

Do not add editorial comments to this report that reveal market sensitive data.  General comments that convey overall system conditions are allowed.

	
	Revise the last report sent and resend it if:

· The probability of an EECP event increases. Give reason(s) for escalation, OR

· Conditions change that required new notices to be issued or cancelled, such as, an OCN , Advisory, Alert, or Emergency Notice OR 

· A shortage of generation capacity develops OR

·  Local reliability concerns arise which include actual overloads and/or loss of load, especially the Laredo area, OR

· The Gibbons Creek Bryan East/Green Prairie 138 kV double circuit transmission line trips, or if there are unplanned outages of the generation units in the area.
· Localized gas restrictions, not expected to cause reliability issues.
· DCS event occurs

· “ERCOT only” NERC and/or DOE event occurs. These events are market sensitive so provide a brief description without the market sensitive information.

	2
	Use the following guidelines to determine the potential for EECP when completing the PUCT Daily Report:
Potential for EECP 1

· Low 

· Sufficient capacity to cover peak demand
· An Advisory is in effect for Adjusted Responsive Reserves.
· Medium

· An Alert is in effect for Adjusted Responsive Reserves. 
· Loss or delay of generation availability during peak demand that may diminish Physical Responsive Reserves

· High 
· An Alert is in effect for Adjusted Responsive Reserves and trending downward after procuring quick-start capacity.
· Critical

· EECP Step 1 in effect

	
	Potential for EECP 2
· Low 

· Sufficient capacity to cover peak demand
· An Advisory is in effect for Adjusted Responsive Reserves

· Medium

· EECP Step 1 in effect
· High 
· Adjusted Responsive Reserve ≤ 2000 MW and trending downward
· Critical

· EECP Step 2 in effect 

	3
	Potential for EECP 3
· N/A – No EIL available

· Low 

· Sufficient capacity to cover peak demand
· Medium
· EECP Step 2 in effect
· High 
· Adjusted Responsive Reserve < 1000 MW and trending downward, OR
· Unable to maintain frequency ≥ 59.9 Hz
· Critical

· EECP Step 3 in effect

	4
	Potential for EECP 4
· Low 

· Sufficient capacity to cover peak demand
· Medium
· EECP Step 2 in effect
· High 
· EECP Step 3 in effect

· Adjusted Responsive Reserve < 1000 MW and trending downward, OR
· Unable to maintain frequency ≥ 59.9 Hz
· Critical

· EECP Step 4 in effect

	NOTE:
	When conditions have returned to normal, update report and e-mail.


	2.7.6 Loss of Primary Control Center Functionality 

	Step #
	Procedural Steps

	NOTE:
	In the case that the primary control center becomes inoperable, all operations shall be transferred to the back-up control center.

The Training Department shall be responsible for providing annual training to ensure that operating personnel are able to implement the contingency plan.  Periodic tests, at least annually must be conducted to ensure viability of the plan.  

	NOTE:
	Primary operations will be conducted from the backup center at least once per month.  See appendix 4.

	NOTE:
	In the case that data and/or voice communication from the primary control center are not functioning, see procedure 2.7.5.

	NOTE:
	It is not expected to take more than one hour to implement the contingency plan for loss of primary control center.  However, the interim provisions in this procedure must be performed to ensure the reliability of the ERCOT Grid. 

	NOTE:
	Step 4 of this procedure will also be followed for a catastrophic failure of the EMMS System.  

	NOTE:
	This section shall be reviewed and updated as necessary to meet ERCOT Protocols, Operating Guides, and/or NERC Reliability Standards requirements, but must be reviewed at least once a year.

Last Review Date:  April 1st, 2008

	1
	Loss of primary control center could be due to imminent danger.  Examples are listed, but not limited to the following:

· Bomb threats

· Chemical spills

· Chemical or biological attacks

· Hostage situation

It will be the responsibility of the Shift Supervisor to determine the risk and ensure the safety of control room personnel.

	2
	If threat is unconfirmed, call additional operators to staff the backup in case evacuation is needed.  Once threat is confirmed, proceed to step 3.

	3
	Upon confirmation of imminent danger to control room personnel immediately evacuate the control room to a secure area, taking the control room cell phone and a copy of this procedure with you.  Notify ERCOT Security. 

ERCOT Security extensions:

TCC1 – Ext. 3000

TCC2 – Ext. 6400

ACC – Ext. 7000




	4
	Direct the Backup Control Center operator to this procedure to perform the following:

· Request a large QSE (that has regulation reserve) to be placed on constant frequency control.

· Issue fleet VDI’s if QSE on constant frequency needs assistance controlling frequency.
· Place a Hotline call to QSEs and TOs notifying them that the ERCOT Primary control center is inoperable and issue them the following instructions.
Hotline call to QSEs:
Typical Script:  “This is <state your name>, ERCOT is in the process of transferring operations from the primary control center to the backup control center due to <define situation>.  Further information will be forthcoming as necessary.  Until further notice, all phone calls to ERCOT should be directed to (512) 225-7100.  All QSEs are to follow their base power schedules and hold the last good interval.  QSE XXX, go on constant frequency to control the frequency.  QSE are to maintain their voltage profiles.  Are there any questions?”
Hotline call to TOs:

Typical Script:  “This is <state your name>, ERCOT is in the process of transferring operations from the primary control center to the backup control center due to <define situation>.  Further information will be forthcoming as necessary.  Until further notice, all phone calls to ERCOT should be directed to (512) 225-7100.   Until further notice, please notify ERCOT when thermal limits reach 85% of the static rating.  Zonal transfers and the West to North stability limits are to be reported when power flows reach 85% of their respective limits.  Transmission voltages are to be reported when approaching 0.95 or 1.05 per unit. Are there any questions?”


	5
	The Shift Supervisor will notify the following:

· Help Desk (to notify EMMS Support, Telecommunications)
· Manager of System Operations

· Engineering Support 

· NERC

· Call out shift personnel to staff the backup site, including a Shift Supervisor, unless Primary Control Center shift will be relocating from the primary control center to the Backup Control Center.

These phone numbers have been programmed into the control room cell phone.

	6
	Monitor critical transmission and generation facilities, the list is provided in the procedure manual under “Critical Assets”.

	7
	RECORD the following in the shift log:

· Date

· Time of event

· Description of events, failures, or incident

· Actions taken and resolution

· Time of system or function restoration


3.4  Appendix 4:  Conducting Primary Operations from the Back-up Control Center
Primary operations will be conducted from the back-up Control Center no less than once per month.  Each month, the Manager of System Operations will notify the shift assigned to work from the back-up. 

When conducting primary operations from the back-up Control Center, the following notification will be made:

Hotline call to TSP – Typical Script:

At XX:XX, ERCOT will be conducting primary operations from their back-up Control Center until approximately XX:XX.  The long distance number to the Transmission and Security desk is 512.225.7030.  Another hotline call will be made when ERCOT transfers back to their primary Control Center.
Hotline call to QSE’s – Typical Script:


At XX:XX, ERCOT will be conducting primary operations from their back-up Control Center until approximately XX:XX.  The long distance number to the Frequency desk is 512.225.7100.  Another hotline call will be made when ERCOT transfers back to their primary Control Center.
Post a message on the MIS and ENS:


ERCOT is conducting primary operations from their back-up Control Center.
When ERCOT has returned operations to their primary Control Center, the following notifications will be made:

Hotline call to TSP – Typical Script:

At XX:XX, ERCOT will be transferring back to their primary Control Center.

Hotline call to QSE’s – Typical Script:


At XX:XX, ERCOT will be transferring back to their primary Control Center.

Terminate the messages that were posted on the MIS and ENS regarding operations from their back-up Control Center.[image: image1.png]









