	

	



Power Operations Bulletin # 366
ERCOT has revised the Shift Supervisor Procedure Manual.

The specific changes are shown below.

A copy of the procedure can be found at:

http://www.ercot.com/mktrules/guides/procedures/index.html


	2.1.3        Performing Unannounced Unit Testing

	Step #
	Procedural Steps

	NOTE:
	Operations Planning shall send a list of resources to be tested via e-mail.  You may test these units at your convenience; however try to have all the units on the list tested within 1 week of receipt of the list of resources.  The resource shall be on-line before beginning the test.  The ERCOT Shift Supervisor also has the authority to request unannounced testing at anytime.

· Multiple resources within a QSE may be tested within a single 24-hour period, but no more than two resources within a QSE may be tested simultaneously.

· Combined cycle trains shall be evaluated based on the capability of the entire train.
· QSEs associated with a jointly owned unit will be tested simultaneously. 

· Hydro and wind generation are excluded from being tested.
· Time requirements do not apply to nuclear-fueled Generation Resources.
 

	1
	· ERCOT shall not perform an unannounced Generation Resource test during an Alert or EECP event.
· If an unannounced Generation Resource test is underway when an Alert or EECP event commences, ERCOT may cancel the test.


	2
	ISSUE a VDI instructing the resource to the HSL it has reported in its Resource Plan.  The QSE has the following time to reach its HSL, depending on its output when the test begins:

· At LSL – 60 minutes to reach 90% of HSL, and an additional 20 minutes to reach HSL

· Between LSL and 50 % of HSL – 60 minutes to reach HSL

· Above 50 % of HSL – 30 minutes to reach HSL

	3
	When the resource reaches its HSL, HOLD that resource at its HSL for at least 30 minutes.  NOTIFY the QSE that the test is complete, and RELEASE the resource from its VDI.

If the resource fails to reach its HSL within the time frame detailed in step 1, CONTINUE TO HOLD the resource for at least 30 minutes, and LOG this in the ERCOT logs.  NOTIFY the QSE that the test is complete, and RELEASE the resource from its VDI.

	NOTE:
	· Operations Planning will determine the Overall Test Result based on the real-time averaged MW telemetered information


	4
	NOTIFY the QSE to complete the QSE values on the Unannounced Seasonal Generation Verification Test Form and to submit the completed form via e-mail to unittest@ercot.com or fax to (512) 248-3055.  A copy of this Test From is in Attachment D of this Procedure.

	5
	COMPLETE the ERCOT values on the Unannounced Seasonal Generation Verification Test Form, and submit via e-mail to unittest@ercot.com or via Interoffice Mail addressed to the Operations Support Administrative Assistant.  A copy of this Test From is in Attachment D of this Procedure.

	Note:
	Follow normal procedures to relieve QSEs from Ancillary Service Obligations during the Unit testing.


	Note:
	Subject to ERCOT approval, the requested retest will take place within: the first twenty-four (24) operating hours of the designated Generation Resource after the request for retest or three (3) Business Days after the request for retest



	Note:
	Any VDI ERCOT issues as a result of a QSE-requested retest will not be compensated under Protocol section 6.8.2.3, - Energy Payments, but will be considered as an instructed deviation for compliance purposes. 



	Note:
	The test form is color coded to identify the fields to be completed:

· Blue fields – ERCOT completes

· Yellow fields – Both QSE and ERCOT completes

· Green fields – QSE completes




	2.1.6     Notification of a Protective Relay or Equipment Failure Report

	Step #
	Procedural Steps

	NOTE:
	NERC Standard PRC-001-1 R2.2 states “If a protective relay or equipment failure reduces system reliability, the Transmission Operator shall notify its Reliability Coordinator and affected Transmission Operators and Balancing Authorities.  The Transmission Operator shall take corrective action as soon as possible.”

	1
	Notify the on-call engineer as soon as possible when notified that a protective relay or equipment failure reduces system reliability and there is no back-up protective relay available.   

	2
	After notification from a TO or QSE, NOTIFY by e-mail:

· OPS SUPPORT ENGINEERING 

· OPS PLANNING

· Manager, System Operations 

The subject line of the e-mail should read “Protective Relay or Equipment Failure.”
Include in the e-mail:

· Entity Name

· Brief description

· Contact information

· Any significant information

	3
	The TO or QSE may e-mail a “Mis-Operation Relay form”, forward to the above identified e-mail address.

	4
	Log information available in the Log as time permits


	2.2.5     Gas Restriction Notifications

	
	

	1
	Once notified by a QSE of gas restrictions, send an e-mail to “Gas Company Notifications”.  This will notify all appropriate ERCOT staff.

	2
	Ensure gas restriction will not cause ERCOT reliability issues. Follow the necessary procedures. See 2.2.11 for additional information if needed.

	
	


	

	
	

	
	


	2.2.9    TRE Event Analysis 

	
	Procedural Steps

	NOTE:
	There are certain events listed in the Event Investigation Process that requires an e-mail from System Operations to ERCOT Operations Support and the TRE.  An initial report from System Operations will trigger the investigation process.  

The subject line of the e-mail should read “TRE Event.”

	NOTE:
	Significant events are those events that jeopardize the reliability of all or part of the ERCOT System. For purposes of this event investigation process, significant events include, but are not limited to, the following:

1. Emergency Electric Curtailment Plan (“EECP”) implementation

2. Emergency Notice issued

3. Simultaneous loss of any combination of three generating units, transmission lines, and autotransformers (138 kV and above)

4. Special Protection System (“SPS”) activation

5. Remedial Action Plan (“RAP”) or Mitigation Plan (“MP”) implementation requiring load shedding

6. Under frequency relay operations (or frequency deviations greater than 0.3 Hz from scheduled frequency)

7. Sustained voltage deviations greater than 5% on 345 kV system

8. First contingency security violations for significant transmission elements 
9. Failure of computer systems at ERCOT, QSE, or TO (NOTE: Failure of backup systems or failover to backup systems is not a reportable event)
10. Voltage collapse on portions of 138 kV or 345 kV system

11. Loss of an ERCOT, QSE, or TO control center

12. Black Start Plan initiation

13. Uncontrollable loss of 150 MW or more of firm load shed for more than 15 minutes from a single incident

14. Any event determined by the ERCOT Reliability and Operations Subcommittee (“ROS”) to be significant (Reporting will be done by Operations Support Engineering)
15. ERCOT failure to meet NERC Performance Standards related to frequency control or transmission security

	NOTE:
	There are also DOE and several NERC reportable events that could trigger an investigation.  To report such an event, see section 2.2.10.

	1
	When a significant event occurs, within one hour complete the form located in Attachment B “Texas RE Event Analysis Form” and e-mail to distribution group entitled “TRE Event.”


	2.2.10   NERC and DOE Disturbance Reporting 

	
	Procedural Steps

	
	When Disturbance reporting is required: 

	NOTE:
	NERC E-mail address:  esisac@nerc.com, fax (609) 452-9550

DOE E-mail address:  doehqeoc@oem.doe.gov, fax (202) 586-8485

DOE Operation Center voice phone:  (202) 586-8100

	NOTE:
	Disturbance Reporting requirements can be found in NERC Standard EOP-004-1.  The DOE EIA-417 Schedule 1 report and NERC Preliminary report are to be filed within 1 hour after the start of the incident or disturbance. The Operations Support Engineering group will follow-up with the DOE EIA-417 Schedule 2 report and NERC Final report.

	1
	Forward the TSP(s) report or the Director of Cyber Security’s report to NERC, DOE, and the “NERC and DOE Disturbance Reporting” e-mail list.  Ensure all three entities receive the report.  (e.g. If TSP or Director, Cyber Security sends a report to only one entity; make sure the other two entities receive the report as well.)

	2
	If ERCOT is required to issue a report to NERC and DOE even when the disturbance does not require a report from a TSP (e.g. The disturbance involves two or more TSP areas to meet the requirements for reporting.) or if a report is received from the Director, Cyber Security, then do the following:

· Complete required NERC report per Attachment 1-EOP-004 and/or
· Complete required DOE OE-417 Schedule 1 report
· Forward reports to NERC and/or DOE, and the “NERC and DOE Disturbance Reporting” e-mail list.  

	3
	In the body of the e-mail, type the following:

"Contains Privileged Information and/or Critical Energy Infrastructure Information - Do Not Release."


	NOTE:
	NERC report forms can be downloaded at ftp://www.nerc.com/pub/sys/all_updl/standards/rs/EOP-004_NERC_IROL_and_Preliminary_Disturbance_Report.doc
DOE OE-417 report forms can be downloaded at
ftp://ftp.eia.doe.gov/pub/electricity/eiafor417.doc.


	NOTE:
	A guideline on “Threat and Incident Reporting” can be found at http://www.esisac.com/



	2.2.12   Prepare ERCOT Morning Report for NERC/FERC

	Step #
	Procedural Steps

	NOTE: 
	The Morning Report form is located on P:\SYSTEM OPERATIONS drive in the PUCT Folder.   This report should be sent as an attachment by 0700 using the e-mail distribution list entitled “ERCOT Morning Report.”
The subject line of the e-mail should read “ERCOT Morning Report for <date>”

	NOTE:
	This report is currently only required Monday – Friday.  The excel spreadsheet will have accumulative data for the week.  Each Monday the data will be cleared before starting over.

	1
	Regional Temperatures
· Enter the High and Low temperature forecast from a National or a Local Weather Service.

	2
	Current Day Forecast Weather Condition
· Enter the current day forecast conditions for the Region.

	3
	Current Day Temperature Forecast for Peak
· Insert the Regional High or Low temperature forecast map.  

	4
	Load Data
· Enter the Previous Day Peak MW and the peak hour.
· Enter the Projected Peak MW and peak hour for the current day. 

	5
	Interchange 

· Enter the net flow across the DC-Ties for the peak hour.  This can be obtained from the MOI under “DCTie Scheduling” or from the Excel MAI.

	6
	Generation MW Totals

· Enter the Generation scheduled outage MW total
· Enter the Generation forced outage MW total
· Enter the total amount of generation out for maintenance by adding to two columns together.

	7
	Projected MW Reserves

· Enter the Responsive Reserve requirement at the Project Peak
· Enter the anticipated operating reserves available at time of peak.  The anticipated operating reserves can be found by adding the “Max Cap. Room” and Responsive Reserve requirement together.
· Enter Yes if the projected MW amount is higher than the required MW.  Enter No, if you don’t meet the requirement.

	8
	Recent TLR Activity (previous 24 hours =>TLR5 and above and Unscheduled Step 7 & higher)
· No action needed

	9
	Reliability Coordinator Comments

· Active OCNs, Advisories, Alerts or Emergency notices.


	2.7.5    Critical Data and/or Voice Communication Failures

	Step #
	Procedural Steps

	1
	NOTIFY the Help Desk of the loss and request assistance to re-establish voice and/or data communications.  The EMMS Production group will be responsible for data communications and the Telecommunications group will be responsible for voice communications.

	2
	Use back-up communications if available, if not, use cell phone to maintain communications with TO, QSE, SPP and any other entities as needed (NERC, PUCT, etc).

	3
	IF the criticality and impact of events, failures, or incidents is such that Market Participants are or will be affected before the problem can be resolved, notify all market participants via HOTLINE or cell phone of the problem and expected duration.  REQUEST additional assistance from other support staff.  

	4
	If data failure, follow step 4 in section 2.7.6.  TO control centers can be reached on the ERCOT Black Start Satellite phone or cell phone.



	5
	RECORD the following in the shift log:

· Date

· Time of event

· Description of events, failures, or incident

· Actions taken and resolution

· Time of system or function restoration

	6
	When a critical problem affecting market participants is resolved, NOTIFY all participants via HOTLINE of the problem resolution.

	NOTE:
	See Phone Book at Shift Supervisor’s Desk.


	2.7.6   Loss of Primary Control Center Functionality 

	Step #
	Procedural Steps

	NOTE:
	In the case that the primary control center becomes inoperable, all operations shall be transferred to the back-up control center.

The Training Department shall be responsible for providing annual training to ensure that operating personnel are able to implement the contingency plan.  Periodic tests, at least annually must be conducted to ensure viability of the plan.  .

	NOTE:
	In the case that data and/or voice communication from the primary control center are not functioning, see procedure 2.7.5.

	NOTE:
	It is not expected to take more than one hour to implement the contingency plan for loss of primary control center.  However, the interim provisions in this procedure must be performed to ensure the reliability of the ERCOT Grid. 

	NOTE:
	Step 4 of this procedure will also be followed for a catastrophic failure of the EMMS System.  

	NOTE:
	This section shall be reviewed and updated as necessary to meet ERCOT Protocols, Operating Guides, and/or NERC Reliability Standards requirements, but must be reviewed at least once a year.

Last Review Date:  April 1st, 2008

	1
	Loss of primary control center could be due to imminent danger.  Examples are listed, but not limited to the following:

· Bomb threats

· Chemical spills

· Chemical or biological attacks

· Hostage situation

It will be the responsibility of the Shift Supervisor to determine the risk and ensure the safety of control room personnel.

	2
	If threat is unconfirmed, call additional operators to staff the backup in case evacuation is needed.  Once threat is confirmed, proceed to step 3.

	3
	Upon confirmation of imminent danger to control room personnel immediately evacuate the control room to a secure area, taking the control room cell phone and a copy of this procedure with you.  Notify ERCOT Security. 

ERCOT Security extensions:

TCC1 – Ext. 3000

TCC2 – Ext. 6400

ACC – Ext. 7000




	4
	Direct the Backup Control Center operator to this procedure to perform the following:

· Request a large QSE (that has regulation reserve) to be placed on constant frequency control.

· Issue fleet VDI’s if QSE on constant frequency needs assistance controlling frequency.
· Place a Hotline call to QSEs and TOs notifying them that the ERCOT Primary control center is inoperable and issue them the following instructions.
Hotline call to QSEs:
Typical Script:  “This is <state your name>, ERCOT is in the process of transferring operations from the primary control center to the backup control center due to <define situation>.  Further information will be forthcoming as necessary.  Until further notice, all phone calls to ERCOT should be directed to (512) 225-7100.  All QSEs are to follow their base power schedules and hold the last good interval.  QSE XXX, go on constant frequency to control the frequency.  QSE are to maintain their voltage profiles.  Are there any questions?”
Hotline call to TOs:

Typical Script:  “This is <state your name>, ERCOT is in the process of transferring operations from the primary control center to the backup control center due to <define situation>.  Further information will be forthcoming as necessary.  Until further notice, all phone calls to ERCOT should be directed to (512) 225-7100.   Until further notice, please notify ERCOT when thermal limits reach 85% of the static rating.  Zonal transfers and the West to North stability limits are to be reported when power flows reach 85% of their respective limits.  Transmission voltages are to be reported when approaching 0.95 or 1.05 per unit. Are there any questions?”


	5
	The Shift Supervisor will notify the following:

· Help Desk (to notify EMMS Support, Telecommunications)
· Manager of System Operations

· Engineering Support 

· NERC

· Call out shift personnel to staff the backup site, including a Shift Supervisor, unless Primary Control Center shift will be relocating from the primary control center to the Backup Control Center.

These phone numbers have been programmed into the control room cell phone.

	6
	Monitor critical transmission and generation facilities, the list is provided in the procedure manual under “Critical Assets”.

	7
	RECORD the following in the shift log:

· Date

· Time of event

· Description of events, failures, or incident

· Actions taken and resolution

· Time of system or function restoration


3.3    Appendix 3:  ERCOT EECP and NERC EEA Notifications Requirements
	Condition
	Notified Entity
	Notification Type
	Time
	How Notified
	Update Requirements

	EEA 1
	NERC
	RCIS
	ASAP
	Via web link
	As changes occur, minimum of 1 hour.

	EECP 1

EEA 1
	TRE, NERC & DOE
	Event Investigation Form

RCIS
	≤ 1 Hour

ASAP
	E-mail

Via web link
	As changes occur, minimum of 1 hour.

	EECP 2,

EEA 2
	TRE, NERC & DOE
	Event Investigation Form

RCIS

EIA-417 - Schedule 1 

EIA-417 – Schedule 2 
	≤ 1 Hour

ASAP

1 Hour

48 Hours
	E-mail

Via web link

DOE web link

DOE web link
	As changes occur, minimum of 1 hour.

	EECP 3,

EEA 2
	TRE, NERC & DOE
	Event Investigation Form

RCIS

EIA-417 - Schedule 1 

EIA-417 – Schedule 2 
	≤ 1 Hour

ASAP

1 Hour

48 Hours
	E-mail

Via web link

DOE web link

DOE web link
	As changes occur, minimum of 1 hour.

	EECP 4,

EEA 3

IROL
	TRE, 
NERC & DOE

NERC
	Event Investigation Form

RCIS

EIA-417 - Schedule 1 

EIA-417 – Schedule 2

NERC Prelim. Report

Final Report

NERC Prelim. Report
	≤ 1 Hour

ASAP

1 Hour

48 Hours

24 Hours

60 Days

72 Hours
	E-mail

Via web link

DOE web link

DOE web link
	As changes occur, minimum of 1 hour.

	Alert 0
	NERC
	RCIS


	ASAP
	Via web link
	Upon termination of EEA


NOTE:  RCIS - Reliability Coordinator Information System

EEA – Energy Emergency Alert

LINKS:

RCIS - https://scis.nerc.net/scis.asp
NERC - ftp://www.nerc.com/pub/sys/all_updl/oc/dawgstandards/rs//NERC_EOP-004-1_Form NERC IROL and Preliminary disturbance Report.doc
DOE - ftp://ftp.eia.doe.gov/pub/electricity/eiafor417.doc
Texas RE Analysis Form - Attachment B
Attachment B:
3.5        Texas RE Event Analysis Form 
Operator:  

Event:  

Brief Explanation of what occurred: 
Operational Impact:
Date/Time: 
Contact Information:
Company: 
Person: 
Was this event DOE or NERC Reportable? 

3.7
Attachment D:  Unannounced Seasonal Generation Verification Test Form

Date of Test: ___________________________   Retest:  
Yes   FORMCHECKBOX 
   No   FORMCHECKBOX 
     
Station - Unit Name (ERCOT): ______________________ Ambient Temperature: (˚F) ______
Generator’s QSE: ________________________


Current Seasonal HSL for Unit (Net MW): ___________
Test Start Time: _________________ VDI Number:  ____________________________

From Resource Plan (At the Test Start Time)
	Generation (MW)
	_________________                                               

	HSL (MW)
	_________________

	LSL (MW)
	_________________


 Check one:     Unit at LSL:
 Yes   FORMCHECKBOX 
   No   FORMCHECKBOX 
  (60 min to reach 90% of HSL and then 20 Min to reach HSL)


Unit between LSL and 50% of HSL: 
    Yes   FORMCHECKBOX 
   No   FORMCHECKBOX 
 (60 min to reach HSL)


Unit Loaded higher than 50 % of HSL:  Yes   FORMCHECKBOX 
   No   FORMCHECKBOX 
 (30 min to reach HSL)

Time Given to Reach HSL ________
____
Time Given to Reach 90% HSL ________ (Only if Unit is at LSL else NA)



Telemetry at Start of Test:                                          
	
	QSE Reported Value
	ERCOT Reported Value

	Net Generation (MW)
	________________                                       
	________________                                       

	HSL (MW)
	________________
	________________

	LSL (MW)
	________________
	________________


Time When HSL Reached: ____________
Telemetry when HSL is reached:

	
	QSE Reported Value
	ERCOT Reported Value

	Net Generation (MW)
	________________                                       
	________________                                       

	HSL (MW)
	________________
	________________

	LSL (MW)
	________________
	________________



30 Minute Hold Test Start Time: _____________
30 minute Averaged Real Time Telemetry (MW):  _______
Auxiliary Load (MW): ___________ (Difference between Gross and Net Generation Output) 

Limiting Factors if Any: _________________________________________
Overall Test Results:  HSL Reached and Sustained:          FORMCHECKBOX 



HSL Reached but not Sustained:    FORMCHECKBOX 
 

HSL not Reached:  

        FORMCHECKBOX 
 

ERCOT Operator:  _______________________   
Date:  __________
QSE Representative:     ____________________
Date:  __________[image: image1.png]









