Power Operations Bulletin # 361
ERCOT has revised the Frequency Control Desk Procedure.

The specific changes are shown below.

A copy of the procedure is available at:

http://www.ercot.com/mktrules/guides/procedures/index.html
	2.5.5 Alarm Processing and Acknowledgment

	Step #
	Procedural Steps

	NOTE:
	The Alarm Displays for ERCOT are primarily used to show changes in equipment status.

The alarms are categorized based on alarm criticality and prioritization on the Alarm Summary Display:

Page 1: 345 KV Transmission Equipment Status

Page 2: 138 KV Transmission Equipment Status

Page 3: Generator Breaker Status

Page 4: Transmission Line Overloads and Voltage Violations- critical alarms

Page 5: Generator Unit, QSE SCE, and ERCOT ACE Status

Page 6: RTNET Status

Page 7: ICCP Status

Page 8: EMS Task Application Alarms


	1
	Monitor the Alarm Summary Display pages 3, 5, 6, and 7 as necessary to confirm system reliability status.

	2
	Take appropriate action as system conditions warrant.

	3
	Coordinate with the Transmission & Security Desk to clear the alarms approximately every 2 to 3 hours or as needed.


	2.6.6 Implement EECP

	Step #
	Procedural Steps

	NOTE:  
	Frequency Control Desk will implement applicable steps of the EECP. 

EECP STEPS in this procedure are to be implemented in concert with the Transmission & Security Desk EECP procedures.

Public media appeals may be enacted prior to EECP as deemed necessary by the Shift Supervisor. When a media appeal for conservation is enacted QSE’s should be notified via Hotline call.
For the purpose of this procedure, Physical Responsive Capability PRC plus Responsive Reserve Service (RRS) provided from LAARs as defined and used in the ERCOT Operating Guides Section 1.6 and 4.5.3.3 shall be referred to as Adjusted Responsive Reserves.

	NOTE:
	Whenever the QSE or TO hotline is used to issue an Emergency Notice that any step of EECP is being implemented, direct all hotline participants to remain on the line until a hotline participant of your choice correctly repeats back to you the directive. If the repeat back is not acceptable, restate the directive and direct them to repeat back again. Continue if necessary until an acceptable repeat back is received.

	NOTE:
	IF frequency falls below 59.8 Hz, ERCOT CAN immediately implement EECP Step 4.

IF frequency falls below 59.5 Hz, ERCOT SHALL immediately implement EECP Step 4.

	1a
	Implement EECP Step 1 IF:
· Adjusted Responsive Reserves fall below 2300 MWs, OR
· ERCOT has deployed over 760MW of Responsive Reserve Service (RRS) supplied from generation resources in response to low frequency due to a capacity insufficiency.

 Reference Display: 

Generation Area Status, Generation Reserve Status, Available Details, ERCOT ON UNIT ERCOT Load Acting As Resource (LAAR)

	1b
	Using the hotline, notify all QSEs to implement EECP STEP 1.

· When QSEs have answered the Hotline, print Hotline log.
Typical script:

“This is [operator’s first and last name].  ERCOT has implemented EECP Step 1, QSEs are to enact the following”:

·  Report when online available capacity is at risk due to adverse circumstance.  

· Immediately and continually update Resource Plans to reflect all resource delays and limitations should they occur.

· Notify ERCOT of all available uncommitted units within the expected time frame of the emergency. 
· Start and load all available RMR units to full capacity within the expected time frame of the emergency.
· QSE’s are not to take units off-line while ERCOT is in emergency operations unless it is due to a forced outage.
· Suspend testing on all resources.

· QSEs are to report back to the ERCOT System Operator on the progress             and/or completion of the aforementioned items.

	1c
	Ensure printed Hotline log has date and time information and forward it to the Shift Supervisor.

	1d
	Ensure the following:

· EECP Step 1 is posted on the Emergency Notification System (ENS) short version – 32 characters

· EECP Step 1 is posted on the Market Information System (MIS)

	1e
	 Ensure all available Non-Spin has been deployed.

	1f
	Contact the ERCOT DC Tie Desk and request that they implement the Emergency Assistance Procedure.2.7.6.

	1g
	Inform the Transmission & Security Desk to implement their procedures to start Emergency Assistance across the South DC Ties.

	1h
	VERIFY and log the following as appropriate:

· All  RMR units are at, or being loaded to, full capacity

· Available Non-Spin has been deployed in the expected period of the emergency.

· Available uncommitted units have been dispatched and loaded as necessary.

· Testing has been suspended on all resources
· Available DC Tie capacity not being used by the market has been applied to the system. (Generally, this will not affect export schedules out of the ERCOT Control Area.)

	2a
	In addition to measures associated with STEP 1
Implement EECP Step 2 IF: 

· EECP Step 1 fails to maintain Adjusted Responsive Reserves equal to or greater than 1750 MW.

Reference Display: 

Generation Area Status, Generation Reserve Status, Available Details, ERCOT ON UNIT ERCOT Load Acting As Resource (LAAR)

	2b
	Using the hotline, notify all QSEs to implement EECP STEP 2.

· When QSEs have answered the Hotline, print Hotline log.

Typical script: 

“This is [operator’s first and last name].  ERCOT has implemented EECP STEP 2; 
· QSEs are to deploy all Loads acting as a Resource (LAARs) bid to supply Responsive Reserves Service within ten (10) minutes.
· QSEs are not to take units off-line while ERCOT is in emergency operations unless it is due to a forced outage.

· QSEs are required to report back to the ERCOT System Operator when this task has been completed,”

	2c
	Instruct the Transmission & Security Desk Operator to inform the TO via the 
Hotline that LAARs have been deployed.

	2d
	Ensure printed Hotline log has date and time information and forward it to the Shift Supervisor.

	2e
	Ensure the following:

· EECP Step 2 is posted on the Emergency Notification System (ENS) short version – 32 characters
· EECP Step 2 is posted on the Market Information System (MIS)

	2f
	Notify Southwest Power Pool (SPP) Security Coordinator.

Typical script:
“This is [operator's first and last name], ERCOT is declaring NERC EEA Step 2.”

	2g
	Unless a media appeal is already in effect, issue an appeal through the public news media for voluntary energy conservation. (See Shift Supervisors procedures)

	2h
	Dispatch any unutilized remaining capacity.

	2i
	VERIFY and log the following as appropriate:

· RMR units are at, or being loaded to full capacity.
· Available Non-Spin has been deployed in the expected period of the emergency.

· Available uncommitted units have been dispatched and loaded as necessary.
· Testing has been suspended on all resources.

· Available DC Tie capacity not being used by the market has been applied to the system.
· LAARs have been deployed.

· SPP Security Coordinator has been updated on ERCOT’s status.

	3a
	In addition to measures associated with STEP 1 & 2;

imPLEMENT eecp sTEP 3 IF:

EILS has been procured AND any of the following occur:

· Frequency drops below 60.00 Hz, OR 
· Frequency begins to trend down with no indication for recovery, OR

· Adjusted Responsive Reserves continue to trend down, OR

· Adjusted Responsive Reserves are no longer available.

	NOTE:
	There is two separate blocks of EILS:

The first is called EILS Business Hours: 

Business hours are defined as HE 0900- HE 2000 on Business days Monday through Friday not to include Holidays.

The second is called EILS Non-Business Hours:

Non- Business Hours are classified as any hour not defined as Business Hours.

When a deployment of EILS is implemented and the event is still in effect when one Time Period (either Business Hours or Non-Business Hours) ends and the other begins, deployed EILS Resources will remain deployed until, at ERCOT’s discretion, they are recalled via a Hotline call to all QSEs.  QSEs representing EILS Resources that are obligated in the new Time Period shall not deploy the newly obligated EILS Resources unless instructed to do so by ERCOT.  

ERCOT System Operators will make reasonable efforts to recall EILS Resources that are no longer obligated due to the expiration of a Time Period.

When issuing a VDI for EILS specify Non- Business Hours or Business Hours in the Instruction Section of the VDI.

	3b  


	Using the hotline, notify all QSEs to implement EECP STEP 3.

When QSEs have answered the Hotline, print the Hotline log.
Typical script:

“This is [operator’s first and last name].  ERCOT has implemented EECP Step 3. ERCOT is issuing Verbal Dispatch Instruction F-(mmddyy-#) to all QSE’s to deploy contracted (Non-Business Hours or Business Hours) EILS Resources at (time) until further notice. All QSEs confirm that their generation resources are at maximum output.” 

	NOTE:


	EILS Resources have 10 min. to comply with this instruction.    

If conditions develop that require implementing EECP step 4, ERCOT may at its discretion shed firm load prior to the expiration of the 10 min. period.                                                                              

	3c
	During EECP step 3, and prior to conditions that would warrant implementing step 4, determine the following:

· Has the timeline for Non-Business hour EILS to Business hour EILS (or vice versa) been crossed?

· If yes, are additional EILS Resources available for the new time period?

· If yes, is deployment of additional EILS Resources needed in the current system condition?

· If yes, deploy the new time period EILS Resources first, with a VDI to the QSEs via a Hotline call, and then end the VDI for the previous time period.

If no, continue: 

	4a
	In addition to measures associated with STEP 1 & 2,3;

Implement EECP Step 4 IF:

· Frequency drops below 59.80 Hz, OR
· Frequency begins to trend down with no indication for recovery, OR

· Adjusted Responsive Reserves continue to trend down, OR

· Adjusted Responsive Reserves are no longer available.

	4b
	Ensure that the Transmission & Security Desk Operator has completed notifications to the Transmission Operators to shed firm load before proceeding to Step 4c.

	4c
	Using the hotline, notify all QSEs to implement EECP STEP 4.

· When QSEs have answered the Hotline, print the Hotline log.

Typical script:

“This is [operator’s first and last name].  ERCOT has implemented EECP Step 4. Transmission Operators have been instructed to shed <MW Amount> of firm load. All QSEs confirm that their generation resources are at maximum output.”

	4d
	Ensure the printed Hotline log has date and time information and forward it to the Shift Supervisor.

	NOTE:
	ERCOT must post NERC EEA Step 3 on the NERC RCIS before SPP will initiate an emergency schedule across the DC ties without a NERC tag being submitted.

	4e
	Inform the ERCOT DC Tie Desk to implement the Emergency Assistance Procedure 2.7.7. 

	4f
	In conjunction with the Transmission & Security Desk Operator,

· Ensure EECP Step 4 is posted on the Emergency Notification System (ENS) short version – 32 characters

· Ensure EECP Step 4 is posted on the Market Information System (MIS)

	4g
	VERIFY the following:

· All recourses are at full capacity

· All RMR units are at full capacity
· Available Non-Spin has been deployed in the period of the emergency.
· Uncommitted QSE’s available units have been dispatched to full load

· All resource testing has been suspended.

· Available DC Tie capacity not being used by the market has been applied to the system 

· SPP Security Coordinator has been updated on ERCOT’s status
· All LAARs have been removed from service.


	2.6.7
Restore EECP Steps

	Step #
	Procedural Steps

	NOTE:  
	The Frequency Control Desk will implement applicable steps of the EECP Restoration.
Numbering of procedure steps is reversed to coincide with EECP Steps.
EECP STEPS in this procedure are to be implemented in concert with the Transmission & Security Desk EECP procedures.
For the purpose of this procedure, Physical Responsive Capability PRC plus Responsive Reserve Service (RRS) provided from LAARs as defined and used in the ERCOT Operating Guides Section 1.6 and 4.5.3.3 shall be referred to as Adjusted Responsive Reserves.

	4a
	Notify the QSEs when the Transmission & Security Desk Operator begins to restore firm load.

	  4b
	Move from EECP STEP 4 to STEP 3 when:

· Sufficient Regulation Service exist to control to 60 Hz, AND
· Adjusted Responsive Reserve supplied from generation is equal to 1150 MWs, AND

All firm load has been restored.

	4c
	Using the hotline, notify all QSEs of the reduction from EECP 

Step 4 to Step 3:

· Print the Hotline log

· Ensure the log has the date and time noted and forward it to the Shift Supervisor.

Typical script:
“This is [operator’s first and last name].  ERCOT is moving from EECP Step 4 to Step 3.”

	4d
	Ensure the following:

· EECP Step 4 to Step 3 is posted on the Emergency Notification System (ENS) short version – 32 characters
· EECP Step 4 to Step 3 is posted on the Market Information System (MIS)

	4e
	Inform the ERCOT DC Tie Desk to implement the Emergency Assistance Termination Procedure 2.7.8.

	4f
	Begin recalling LAARs as sufficient capacity from generation becomes available.

Maintain a minimum of 1150 MWs of Adjusted Responsive Reserve supplied from generation resources while LAARs are being restored.

	4g
	Instruct the Transmission & Security Desk Operator to notify the TOs that LAARs are being restored.

	  3a
	Move from EECP STEP 3 to STEP 2 when:

· The system can maintain Adjusted Responsive Reserve equal to or greater than 1750 MWs, AND
· All LAARs  have been recalled. AND
· Sufficient Regulation Service exist to control to 60 Hz.

	3b
	Using the hotline, notify all QSEs of the reduction from EECP 

Step 3 to Step 2:

· Print the Hotline log

· Ensure the log has the date and time noted and forward it to the Shift Supervisor.

Typical script:
“This is [operator’s first and last name].  ERCOT is moving from EECP Step 3 to Step 2.”

	3c
	Ensure the following:

· EECP Step 3 to Step 2 is posted on the Emergency Notification System (ENS) short version – 32 characters
· EECP Step 3 to Step 2 is posted on the Market Information System (MIS)

	3d
	Appeals through the public news media for voluntary energy conservation may be terminated. (See Shift Supervisor desk procedure)

	2a
	Move from EECP Step 2 to Step 1 when:

· The system can maintain Adjusted Responsive Reserve equal to or greater than 2300 MWs AND
· All LAARs have been restored or replaced with generation.

	2b
	Using the hotline, notify all QSEs of the reduction from EECP 

Step 2 to Step 1:

· Print the Hotline log

· Ensure the log has the date and time noted and forward it to the Shift Supervisor.

Typical script:
“This is [operator’s first and lst name].  ERCOT is moving from EECP Step 2 to Step 1.”

	2c
	Ensure the following steps are complete:

· EECP Step 2 to Step 1 is posted on the Emergency Notification System (ENS) short version – 32 characters
· EECP Step 2 to Step 1 is posted on the Market Information System (MIS)

	2d
	Recall EILS. 
Maintain a minimum of 2300 MWs of Adjusted Responsive Reserve.

	2e
	Instruct the Transmission & Security Desk Operator to notify the TOs that EILS is being recalled.

	2f
	Update Southwest Power Pool Security Coordinator of ERCOT’s status.
Typical script:

“This is [operator’s first and last name].  ERCOT is canceling NERC EEA Step 2.  ERCOT is moving to NERC EEA Step 1.”

	1a
	Move from EECP Step 1 to Termination when:

· EILS resources have been recalled. AND

· All uncommitted units secured in EECP STEP 1 can be released to reduce generation, AND
· Emergency power from the DC Ties is no longer needed, AND
· Sufficient Regulation Service exist to control to 60 Hz.

	1b
	Using the hotline, notify all QSEs of the reduction from EECP 

Step 1 to termination:

· Print the Hotline log

· Ensure the log has the date and time noted and forward it to the Shift

Supervisor.

Typical script:
“This is [operator’s first and last name].  ERCOT is terminating EECP. An Alert still remains in effect.”

	1c
	Ensure the following:

· EECP Step 1 termination is posted on the Emergency Notification System (ENS) short version – 32 characters
· EECP Step 1 termination is posted on the Market Information System (MIS

	1d
	Inform the ERCOT DC Tie Desk to implement Emergency Assistance Termination Procedure 2.7.9.


	

	
	

	  
	


	:
	







	
	



	
	

	
	

	
	

	
	




	
	

	
	

	
	




	2.6.10
Use of LAARs to Arrest a Reportable Low Frequency Disturbance

	Step #
	Procedural Steps

	PURPOSE:
	To meet NERC Recovery Criteria after a potential NERC Reportable DCS Event:

	NOTES:
	NERC Recovery Criteria
Within 15 minutes ERCOT shall:
· Return system frequency to scheduled frequency if it was greater than or equal to scheduled frequency prior to the disturbance, OR
· Return system frequency to its pre-disturbance value if it is was less than scheduled frequency prior the disturbance.

Within 90 minutes ERCOT shall fully restore its Contingency Reserves to the pre-contingency level.  This 90 minute restoration period begins at the end of the disturbance recovery period.
A potential NERC Reportable DCS Event
· Single contingencies – one event characterized by the sudden, unanticipated loss of generation greater than or equal to 1083 MWs , OR

· Multiple contingencies – the loss of multiple units within one minute or less if the combined magnitude exceeds 1083 MWs. 

It is anticipated that the deployment of LAARs will occur in stages.

LAARs UFRs are set at 59.7 Hz.

If ERCOT declares an “Emergency Notice”, a text message may be sent as time permits so as not to impede system operations.

In order to control frequency, be prepared to issue a “Fleet Down” VDI once the system has recovered to its scheduled/pre-disturbance frequency value.

	1
	When a low frequency disturbance occurs due to a loss of generation, DETERMINE immediately, by calculating the loss of generation, if the event is potentially a NERC Reportable DCS Event. 

	2
	If a low frequency disturbance occurs, AND there is no indication of a generation loss, assume that a potential DCS event has occurred and SCADA communications has been lost.

· Determine the magnitude of the event by using the “ERCOT Interconnection Control Error” tag on the “ERCOT & QSE Summary Page” in PI.

· Take care to calculate the entire generation loss from the PI tag, not just the difference between zero and the lowest number.

Example:
If the “ERCOT Interconnection Control Error” pre-disturbance value is +150 MW, and post disturbance value is -950MWs, then the total generation loss is 1100MWs.  This constitutes a NERC Reportable DCS Event.

	3
	If the “ERCOT Interconnection Control Error” post-disturbance value is greater than 1000 MW, implement Step 5.

	4
	IF the event is not a NERC Reportable DCS Event, proceed with normal operation.

	5
	IF the event is a potentially NERC Reportable DCS Event and the Frequency is above 59.7 Hz,

· When system conditions warrant, issue a VDI using the hotline instructing QSEs to deploy ALL un-deployed LAARs and hydro generation that are bid to supply Responsive Reserve.
Mandatory script:

This is [operator’s first and last name].  VDI # ____________ ERCOT is instructing all QSEs to deploy LAARs and hydro supplying Responsive Reserve.”

Print Hotline Log, ensure printout has date and time, and forward to Shift Supervisor.

	6
	Complete the VDI form (Appendix 3) and process.

· Issued a Verbal Dispatch Instruction to – write in “All QSEs”

· Receiving entity’s operator – write in “All QSEs”

· The instruction was as follows:  “All QSEs are required to deploy any un-deployed LAARs and hydro supplying Responsive Reserve due to a potential DCS event.”

	7
	REQUEST that the Transmission & Security Desk notify the Transmission Operators that LAARs are being deployed.   

	NOTE:
	verify all RRS from resources is recalled prior to restoring LAARs providing RRS.

	8
	Restore LAARs incrementally as system conditions permit. 



	9
	REQUEST that the Transmission & Security Desk notify the Transmission Operators that LAARs are being restored.


	2.7.1
Approve NERC Tags for East and North DC Ties

	Step #
	Procedural Steps

	PURPOSE:
	A NERC Tag received in the OATI WebTrans regarding DC Tie flows into or out of ERCOT will be validated for accuracy, and should be in agreement with the Market Operating System (MOS) except for changes made during the Operating Period such as curtailments.

	NOTE:
	AEP TO in Columbus, Ohio is the Tie Operator for the East and North DC Ties.  The designation in WebTrans for the East tie is DC_E and the North tie is DC_N.

	NOTE:
	Each time a new or updated NERC E-Tag is submitted, the WebTrans system will automatically validate the NERC E-Tag.  WebTrans will display whether the NERC E-Tag has passed or failed validation.  
The criteria ERCOT uses to validate NERC E-Tags is:
· QSE Contract-A QSE ID must be entered into the ERCOT Market Information field of the NERC E-Tag.

· QSE MW-A QSE’s MOI schedule must be greater than or equal to the associated NERC E-Tag.

Currently the only validation criterion set to automatically deny a NERC E-Tag is “QSE Contract”.  If this validation fails the NERC E-Tag will be automatically denied. 
WebTrans Reference Display:

Tag Criteria Summary

	1
	When a new or updated tag is received in the OATI WebTrans system:

1.1 Determine if the following information is correct on the NERC E-Tag:

· ERCOT is included as a Transmission Provider (TP) in the physical path.

· “ERCOT-E” or “ERCOT-N” is selected for the correct Point-of-Receipt (POR) or Point of Delivery (POD) portion of the physical path. 

· “CSWS” is included as a Scheduling Entity on the SWPP TP row in the physical path.  EXCEPT if “CSWS” is listed as the Generation Control Area (GCA) or Load Control Area (LCA) in the physical path.
· There are no losses (MW) in the ERCOT Control Area.  This would be either to or from SPP as shown on the “Energy and Transmission Profiles” section.

· Start/Stop times must be on a quarter hour (:00, :15, :30, :45).

If any of this information is incorrect on the NERC E-Tag, deny the tag, otherwise go to Step 1.2.
1.2 If one or more NERC E-Tags are submitted that will cause the DC Tie to be overscheduled:

· Contact SPP to ensure they also see the over-schedule and they will ensure the appropriate actions are taken to correct the over-schedule.  Also inform SPP that if the appropriate actions to correct the over-schedule are not in place by 20 minutes before the over-schedule will occur, ERCOT will curtail the NERC E-Tag to zero (0) based on the criteria of “Last in – First out” until the over schedule is alleviated.
· IF a NERC E-Tag is curtailed to zero (0) due to an over-schedule that was not corrected in time, contact the source/sink control area to ensure the curtailment will be implemented as soon as possible.  
1.3 Determine if the tag passed or failed validation. 

· If the tag passes validation, go to Step 2.
· If the tag fails validation and the NERC E-Tag was automatically denied (QSE Contract), no further action is required.

· If the tag fails validation and the NERC E-Tag was not automatically denied (QSE MW), go to Step 2.
WebTrans Reference Displays: 
Tag Validation Summary
Tag Validation Criteria
Tag Approval Monitor
QSE Summary

	CAUTION:
	Do not approve a NERC tag without an associated MOI schedule. If the QSE does not submit an MOI schedule before the end of the tag approval timeline, the tag will automatically be passively denied. 

	2
	Periodically refresh the QSE Summary display during the tag approval timeline to determine if a QSE has submitted an MOI schedule. 

When an MOI schedule has been received, compare the tag data to the schedule:

· If the tag is greater than the MOI schedule per 15 minute interval, then the MOI schedule does not have enough generation to cover the tag.  The “Mismatched” value box will be red and the MW difference will be a negative amount.  Deny the NERC E-Tag.

· If the NERC E-Tag is less than the MOI schedule per 15 minute interval, which means there is enough generation scheduled, the “Mismatched” box will be yellow and the MW amount will be a positive amount.  Approve the NERC E-Tag.

· If the tag equals the MOI schedule per 15 minute interval, which means there is enough generation scheduled; the “Mismatched” box will be green with a value of “0”.  Approve the NERC E-Tag. 

WebTrans Reference Display:  

QSE Summary

Tag Approval Monitor


	2.7.2
Adjustment of DC Ties

	Step #
	Procedural Steps

	1
	When an adjustment alarm is received in WebTrans:

· Determine if the tag passed or failed validation.
· If the tag adjustment passed validation, approve the adjustment.

· If the tag adjustment failed validation and the NERC E-Tag was automatically denied (QSE Contract), no further action is required.

· If the tag adjustment failed validation and the NERC E-Tag was not automatically denied (QSE MW), go to Step 2.

WebTrans Reference Displays:

Tag Validation Summary

Tag Validation Criteria

Tag Approval Monitor

	2:
	Periodically refresh the QSE Summary display during the tag adjustment approval window to determine if a QSE has changed an MOI schedule that is now making the NERC E-Tag fail validation.

· If the tag is greater than the MOI schedule per 15 minute interval, then the MOI schedule does not have enough generation to cover the tag.  The “Mismatched” value box will be red and the MW difference will be a negative amount.  Deny the NERC E-Tag.

· If the NERC E-Tag is less than the MOI schedule per 15 minute interval, which means there is enough generation scheduled, the “Mismatched” box will be yellow and the MW amount will be a positive amount.  Approve the NERC E- Tag.

· If the tag equals the MOI schedule, which means there is enough generation scheduled; the “Mismatched” box will be green with a value of “0”.  Approve the NERC E-Tag.  

WebTrans Reference Display:

QSE Summary

Tag Approval Monitor

	NOTE
	Tag adjustments must be in an  “Approved” or “Implemented” status to be calculated

Into the Net Scheduled Interchange (NSI) 

	3
	IF requested by the DC Tie Operator, checkout the Net Scheduled Interchange (NSI) value for each DC Tie affected by NERC E-Tag adjustments.
WebTrans Reference Display:

Realtime Summary 


	2.7.3
Curtailment of DC Ties

	Step #
	Procedural Steps

	NOTE:
	Curtailments are customarily scheduled for one hour at a time.  Therefore a curtailment that occurs several hours in a row may require that this procedure be repeated hourly.

	1
	When a curtailment alarm is received in WebTrans,

· Approve the tag curtailment.

Webtrans Reference Displays: 
Tag Validation Summary

Tag Approval Monitor

	2
	If a QSE or SPP requests a tag be curtailed or adjusted for any reason, curtail the tag to 0 (zero).

	NOTE
	Tag curtailments must be in an  “Approved” or “Implemented” status to be calculated

Into the Net Scheduled Interchange (NSI)

	3
	IF requested by the DC Tie Operator, checkout the Net Scheduled Interchange (NSI) value for each DC Tie affected by NERC E-Tag curtailments.

WebTrans Reference Display:

Realtime Summary
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	Procedural Steps

	
	

	
	


	2.7.4
Managing and Documenting Daily Inadvertent

	Step #
	Procedural Steps

	OVERVIEW:
	Inadvertent Energy flows across the DC Ties need to be monitored frequently enough during the day to ensure that large inadvertent flows don’t accumulate.

	NOTE:
	If the proper information is not listed when a NERC E-Tag is created and submitted, the tag may not be displayed correctly in all WebTrans displays.  Examples include, but are not limited to a PSE not using the proper POR/POD in the physical path (ERCOT-E, ERCOT-N, EGPS_DC, ROAD_DC, or LAR_VFT) or if ERCOT is left off the NERC E-Tag as a Transmission Provider (TP) or Scheduling Entity (SE).

	CAUTION:
	If the NERC E-Tag is created and submitted without any or all information in the above NOTE OR any  other circumstance so that the NERC E-Tag can not be seen be either ERCOT or the DC Tie Operator, inadvertent energy will be created.  The NERC E-Tag should be curtailed to zero (0). 

	NOTE:
	When communicating with the DC Tie Operator:

· Contact AEP Ohio TDSP for the North and East DC Ties

· Contact AEP Corpus Christi TDSP for the Eagle Pass and Rail Road DC Ties, and the Laredo VFT. 

	NOTE:
	When no schedules are flowing across the North DC Tie AEP may execute a program that will automatically flow 25MW out of ERCOT and into SPP across the North DC Tie.
OR

If there are schedules flowing across the North DC Tie and the net scheduled value is less than 25 MW, AEP will control the tie to approximately 25MW in the direction of the schedule flow to keep inadvertent to a minimum.

	1
	Before the start of the hour, confirm the net-scheduled value for each DC Tie with the DC Tie Operator.  If there is a discrepancy, go over each NERC-E-Tag ID and MW amount for the affected DC Tie(s).

· If a NERC E-Tag can not be seen in WebTrans OR by the DC Tie Operator, work to resolve the problem OR ensure the NERC E-Tag is curtailed to zero (0).
WebTrans Reference Displays:

QSE Summary

BTF Display

	2
	Check out the Actual SCADA data values for the previous hour with the DC Tie Operator for each DC Tie.

· If ERCOT’s actual values are different from the DC Tie Operator’s actual values by less that 10MWH, overwrite the actual value in the WebTrans system.

· If ERCOT’s actual values are different from the DC Tie Operator’s actual values by 10MWH or more and the reason is known (database load, loss of ICCP, AEP automatically overriding the schedule on the North DC Tie, etc.), overwrite the actual value in the WebTrans system. Log the appropriate information.
· If ERCOT’s actual values are different from the DC Tie Operator’s actual values by 10MWH or more and the reason is unknown; ERCOT and the DC Tie Operator will initiate an investigation.  Log the appropriate information (time, date, total MW difference, DC Tie, name of the DC Tie Operator, and any other relevant information).  Also call the ERCOT Help Desk to have a ticket opened for the EMMS Group to investigate problems with the meter information. 
WebTrans Reference Displays:

Tie Data

ATF

	3
	After midnight, each day, talk with the DC Tie Operator to check out the total scheduled and actual values for each DC Tie.  If both parties agree on the Scheduled In and Out values and on the Actual In and Out values, check the bottom box in Column C and click the “Apply Checkout” button.  Proceed to Step 5.
WebTrans Reference Display:

ATF 

	4
	If there is a disagreement on the total scheduled and/or actual values with the DC Tie Operator, verify the values for each hour as necessary to find the discrepancy.  An effort should be made to workout all discrepancies 
If the discrepancy is with the scheduled values, email an Excel copy of the WebTrans Interchange Report display to check their information against ERCOT’s.

· Check the box for each hour that ERCOT is in agreement with the DC Tie Operator for the scheduled value.
· Leave the box unchecked for each hour where there is a discrepancy with a scheduled value and it can not be worked out with the DC Tie Operator.  Click the “Apply Checkout” button.
· If asked to change a scheduled value, log the appropriate information and email it to the Manager of System Operations.

If the discrepancy is with an actual value, change it to the DC Tie Operator’s value.

WebTrans Reference Displays:

ATF

Tie Data

	5. 
	Create an Excel file for each of the North and East DC Ties and email it to the following:

· SPP DC-Tie Inadvertent
· AEPTOWEST@aep.com
· checkout-west@aep.com
· 
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