	

	



ERCOT Power Operations Bulletin #355
ERCOT has revised the Shift Supervisor Desk Procedure Manual.

The specific changes are shown below.

A copy of the procedure is available at:

http://www.ercot.com/mktrules/guides/procedures/index.html
	2.2.10  TRE Investigation Reporting 

	
	Procedural Steps

	NOTE:
	There are certain events listed in the Event Investigation Process that requires an e-mail from System Operations to ERCOT Operations Support and the TRE.  An initial report from System Operations will trigger the investigation process.  

The subject line of the e-mail should read “TRE Investigation Reporting.”

	NOTE:
	Significant events are those events that jeopardize the reliability of all or part of the ERCOT System. For purposes of this event investigation process, significant events include, but are not limited to, the following:

1. Emergency Electric Curtailment Plan (“EECP”) implementation

2. Emergency Notice issued

3. Simultaneous loss of any combination of three generating units, transmission lines, and autotransformers (138 kV and above)

4. Special Protection System (“SPS”) activation

5. Remedial Action Plan (“RAP”) or Mitigation Plan (“MP”) implementation requiring load shedding

6. Under frequency relay operations (or frequency deviations greater than 0.3 Hz from scheduled frequency)

7. Sustained voltage deviations greater than 5% on 345 kV system

8. First contingency security violations for significant transmission elements (list of elements to be defined by Operations Support Engineering)

9. Failure of computer systems at ERCOT, QSE, or TO

10. Voltage collapse on portions of 138 kV or 345 kV system

11. Loss of an ERCOT, QSE, or TO control center

12. Black Start Plan initiation

13. Uncontrollable loss of 150 MW or more of firm load shed for more than 15 minutes from a single incident

14. Any event determined by the ERCOT Reliability and Operations Subcommittee (“ROS”) to be significant (Reporting will be done by Operations Support Engineering)
15. ERCOT failure to meet NERC Performance Standards related to frequency control or transmission security
















	NOTE:
	There are also DOE and several NERC reportable events that could trigger an investigation.  To report such an event, see section 2.2.11.

	1
	When a significant event occurs, within one hour complete the form located in Attachment B “Event Investigation Form” and e-mail to distribution group entitled “TRE Investigation Reporting.”


	2.8.6  Monthly Testing of Satellite Phone System 

	Step #
	Procedural Steps

	1
	On the first weekend of each month, between the hours of 0000 Saturday and 0500 Monday, test the Satellite Phone System with Transmission Operators to determine whether or not ERCOT has communication capability via the Satellite Phone System.

	Note:
	Use the ERCOT Satellite Phone User Guide located in the Operating Procedure Manual for instructions on how to place a satellite phone call. 

	2
	· Call each Transmission Service Provider using the preprogrammed number on the Turret Phone. 

Refer to page #2 of the ERCOT Satellite Phone User Guide for instructions. 

If there is no answer:

Call the Transmission Service Provider directly using the Satellite Phone number provided in Attachment A of the ERCOT Satellite Phone User Guide.

· As contact is made with each Black Start Transmission Service Provider, (as listed in Attachment A of the ERCOT Satellite Phone User Guide) establish a time when a Satellite Conference Bridge Call will be made from the appropriate ERCOT Operations Desk.

Refer to Attachment B of the ERCOT Satellite Phone User Guide for a list of Transmission Operators, Satellite phone numbers and Moderator Pass Codes for each ERCOT Operations Desk.

	3
	When testing is completed by all desks, fill out Monthly Satellite Testing forms located in  P:\ SYSTEM OPERATIONS  “Satellite Testing Phone Testing Forms” folder.

	4
	Email a copy to Manager, System Operations; All Shift Supervisors, and file a hard copy in the control room. 

	5
	Log the test date and results in the Shift Supervisors Operations Log.

	NOTE:
	Notify Cagle Lowe of any Satellite phone problems during the test.

	NOTE:
	Not all Transmission Operators have satellite phones, so the call will be coming in on their regular landlines. You may verify whether or not they are communicating via satellite phone or regular landlines while testing.


	2.8.7 SMP, Dynamic Rating Alarms and PI Server Failure



	Step #
	Procedural Steps

	Purpose:
	To Monitor the status of the SCADA Management Platform (SMP) hardware in the EMMS, the Dynamic Rating being sent to SCADA and the status of the PI server, in order to minimize the application outage duration when it occurs; 

	NOTE:
	· Normal status for the SMP and Dynamic Rating is indicated by each status box constant green on the “ERCOT & QSE Summary Page” and/or the “ERCOT Region map” located in the PI system.
· Failure of the PI server is indicated by abnormal status of both of the above, accompanied by the PI system “flat-lining”

· Both status boxes flashing red AND PI flat-lining may indicate failure of the EMS.

	NOTE:
	Steps 2, 3, and 4 are not required to be performed in sequence and only the applicable steps need to be performed.

	1
	A red and flashing SMP OR Dynamic Rating status box indicates abnormal status, even if the PI system is trending normally.
· If only the SMP status box is flashing red, Go to step 2

· If only the Dynamic Ratings status box is flashing red, Go to Step 3
If both status boxes are flashing red AND PI is flat-lining, Go to Step 4

· 
· 

· 
· 
· 
· 

	2
	Contact the ERCOT Help Desk and tell them the SMP Alarm status in Processbook is flashing red and to check the QSE data and their feedback.  Direct them to notify the on call EMMS Production person of the situation.

	3
	Contact the ERCOT Help Desk and tell them the Dynamic Rating Alarm status in Processbook is flashing red and the dynamic ratings are not being sent to the SCADA in the EMS. Request they notify the on-call EMMS Production person of the situation.

	4
	Contact the ERCOT Help Desk and tell them the PI system is flat lining; both the SMP and Dynamic Rating status boxes are flashing red in Processbook and request they check the PI server. Request they notify the on-call EMMS Production person of the situation.

	5
	Log the information that is relevant to the event.



	
	

	
	

	
	









	
	



	
	

	
	

	
	










	
	


[image: image1.png]









