ERCOT Power Operations Bulletin #354
ERCOT has revised the Frequency Control Desk Procedure Manual.

The specific changes are shown below.

A copy of the procedure is available at:

http://www.ercot.com/mktrules/guides/procedures/index.html
	2.1.1
Control Generation to Ensure Load Is Covered

	Step #
	Procedural Steps

	1
	Monitor the current ERCOT System Load and Short Term Load Forecast.

Reference Displays:

Generation Area Status

Short-Term Load Forecast

MAI (Market Analysis Interface)

	2
	Determine that the current ERCOT System generation capacity is sufficient to meet the Short-Term Load Forecast requirements.  

Reference Displays:
Generation Area Status

MAI (Market Analysis Interface)

	2a
	Compare the current generation and load with the planned capacity values from resource plan at least every other hour. 

Reference Displays:

Generation Area Status

Daily Operation Plan – Resource Plan

MAI (Market Analysis Interface)

	2b
	If real-time generation is approaching planned capacity a possible shortage is developing.  Discuss situation with Operating Period Desk and Shift Supervisor, and increase monitoring of reserves.
Reference Displays:
Generation Reserve Status – Available Details

Real Time Balancing Market – Balance Bid Tab

Real Time Balancing Market – QSE Tab 

MAI (Market Analysis Interface)

	3
	If a shortage is developing in the next hour, consider OOMC or deploying of Non-Spinning Reserve Service.  Consult with the Operating Period Desk regarding hour-ahead study results.

	4
	If OOMC is decided upon, request the Transmission & Security Desk perform the actual instruction. 

If NSRS is decided upon, request the Operating Period Desk perform the actual instruction.

	5
	MONITOR additional available generation capacity and available DC tie capacity.  Evaluate amount of additional capacity available in a short time frame using telephone communications to QSEs as appropriate.

Reference Displays:

Generation Area Status 

Generation Reserve Status

Generation Tie-Line Status

	6
	Monitor Responsive Reserves on the QSE Reserve Status Display.

If Adjusted Responsive Reserve plus LAARs is correctly calculated, and is below 2300 MW, 
· notify the Shift Supervisor
· implement EECP 
· log in the Operator’s Log any decision to declare an EECP.

	7
	Monitor Ancillary Service Obligations

If a QSE is not meeting its Ancillary Services obligations as shown on the QSE Reserve Status Display,

· contact the QSE to correct the deficiency

· notify the Shift Supervisor of the QSE’s response
· log the activities performed in connection with this step 

	7
	


	2.1.6
Replacing Responsive Reserve through a Bilateral Trade 

	Step #
	Procedural Steps

	NOTE:
	A QSE has the option to reduce their base power schedule and replace the difference from the balancing market. This will allow the QSE to back down their generation so they can provide their Ancillary Service obligation.

(REF. PRR 404)

	NOTE:  
	When a resource (either LAAR or generation) that is supplying RRS becomes unavailable to a QSE (QSE A) and needs to be replaced through a Bilateral Trade with another QSE (QSE B), then QSE A is expected to inform ERCOT.

	1
	Obtain the following information from QSE A:

· Intervals affected

· Name of QSE with whom the bilateral trade was made

	2
	IF the resource that became unavailable was a LAAR, then ENSURE QSE B maintains an amount of Responsive Reserve Service equal to their own obligations PLUS the amount of the bilateral agreement with QSE A for the affected intervals.

	3
	If the QSEs response is not satisfactory, notify the Shift Supervisor so a determination of protocol violation can be made.
LOG in the Operator’s Log the conversation, including the information provided.

	4
	Email the information RRSList@Ercot.com.


	2.2.1
QSE Telephone Hotline Test

	Step #
	Procedural Steps

	NOTE
	While other QSEs may participate in responding to this test, QSEs referred to in this section are those that represent resources. 

	1
	Between 0630 and 1100 on Monday test ERCOT hotline telephone to all QSEs with resources.

	2
	Check with the Shift Supervisor and determine the ERCOT current threatcon level.  

	NOTE
	In the event of a failure of the Confertel software, the most recent printout of the hotline log may be used as a checklist to perform a manual roll call of QSEs.

	NOTE
	Insure all “Lost Souls” are cleared prior to the hotline call.

	3
	When it appears that all QSEs have responded, print the Hotline Log, ensure printout has date and time and forward to Shift Supervisor. 






	4
	Notify all responding QSEs of the purpose of the call.

Typical script:

“This is [operator’s first and last name].  ERCOT is conducting the weekly QSE hotline test.  We are currently at threatcon level __________.  The following alerts and OCNs are currently in effect:


List OCNs, Advisories, Alerts and/or Emergency Notices in effect.


State “None” if none in effect.

This ends this test of the ERCOT Hotline.  That is all.”

	5
	Notify the Shift Supervisor of any QSE that did not respond to the Hotline test. The Shift Supervisor and/or Help Desk may notify the telecommunications department for repairs.

	
	

	
	

	6
	LOG in the Operator’s Log the Telephone Hotline test, date, time, and any QSE that did not respond to the Hotline test.  


	2.5.3
Monitor and Control Time Error Correction Schedule

	Step #
	Procedural Steps

	PURPOSE:
	This procedure will establish the standard for implementing time error correction in ERCOT.  Load pick-up and drop will influence the time error; consider this when deciding to initiate a time error correction.  

	General Requirements
	Start a time correction whenever the time error is greater than +/- 3 seconds.  However, at no time should the accumulated time error be allowed to exceed +/- 5 seconds.
Time error corrections shall start and end on the hour or half-hour.

Time error corrections for fast time should not be initiated between 0400 and 1100.

Time error correction notifications shall be labeled alphabetically on a monthly basis (A-Z).  The first time error correction for any given month will be “A”.  If a second time error correction is needed during the same month it will be “B”.  The third will be “C” etc.

In the succeeding month, the first time error correction will revert back to “A”.  The second will be “B”. etc. 

	1
	DISPLAY the Generation Area Status display.

Reference Display:

Generation Area Status – Time Error – “Correction Schedule”

	2
	Select Time Error – Correction Schedule.

	3
	ENTER the appropriate Time error ID letter. 

	4
	ENTER the frequency offset using – 0.02 for fast time correction (59.98 Hz) or +0.02 for slow time correction (60.02 Hz).

	5
	ENTER a Start Time later than the current time AND ENTER a Stop Time later than the scheduled start time.

	NOTE:
	The following notice is to allow QSEs time to incorporate the changed frequency in their Ancillary Service Performance Monitor.  

	6
	Notify all QSEs using a hotline call, if available, at least 60 minutes before starting time correction, of start time and frequency.
Print Hotline Log, ensure printout has date and time, and forward to Shift Supervisor.

	7
	VERIFY the Manual radio button to be selected.  Time correction will start at selected date and time. 

Reference Display:

Generation Area Status – “Time Error” – Correction Schedule

	8
	Monitor the time error on the Generation Area Status Display until it reaches an acceptable value (+/- 0.5 seconds).  

Time error correction may be terminated after five hours, or after any hour it has reached an acceptable value of +/- 0.5 seconds.

	9
	If a manual time error correction is prematurely terminated, wait at least one hour between sending the termination and re-initiation notices.

Also:

Frequency must be at or above 60 Hz for at least 10 minutes before reinstating a “slow” time error correction.

Frequency must be at or below 60 Hz for at least 10 minutes before reinstating a “fast” time error correction.

	NOTE:
	The following notice is to allow QSEs time to incorporate the changed frequency in their Ancillary Service Performance Monitor.  

	10
	· Notify all QSEs using a hotline call, if available, at least 60 minutes before ending time correction.
· Print Hotline Log, ensure printout has date and time, and forward to Shift Supervisor.

	11
	LOG in the Operator’s Log start time, stop time, time error, and frequency offset.


	2.5.4
Operator Instructions for High Frequency

	Step #
	Procedural Steps

	
	The following steps are to be taken in the event of High system frequency of unknown cause.

If the cause of High system frequency is known and system response or other actions are expected to correct it, then the following steps are optional.

	NOTE:
	The Frequency Control Desk Operator may consult with the Transmission and Security desk to confirm that no OOMs from that desk could be affecting frequency.

	
	Frequency above 60.05 and continuing to climb or over 60.05 > five minutes.

	1
	If regulation down service remains and is deploying:

· Call QSEs with positive SCE and direct them to reduce generation to return their SCE to zero as soon as possible.  

· Remove SCE feedback from QSEs with high SCE and monitor frequency response.

	
	

	
	Frequency above 60.10 and continuing to climb

	2
	If the non-compliant QSE’s inform you that they cannot restore zero (0) SCE within five (5) minutes or no QSE appears to be hanging out:

OR

If no physical regulation down service is available:

Issue Verbal Dispatch instructions to one or more QSE’s (other than those failing to maintain 0 SCE) to reduce generation.  

Typical script:

This is [operator’s first and last name] at ERCOT.  VDI #_________ issued to [selected QSE].  Reduce your generation by <MW amount> due to a High Frequency Excursion.

	3
	Remove SCE feedback from QSEs with high SCE and monitor frequency response.

	4
	Log the actions that were taken.


	2.7.6
Over Scheduling DC Ties

	Step #
	Procedural Steps

	1
	In the event that the DC Tie is overscheduled, contact SPP by telephone to ensure they are also showing an overschedule.  This will give the appropriate parties time to make the necessary adjustments and/or curtailments.

	2
	If SPP requests the ERCOT Control Area to curtail NERC tags due to over scheduling of the DC Tie, curtail the tags to 0 (zero) based on the criteria of last-in-first-out until the desired reduction is achieved..


Appendix 4:  Reserved for Future Use

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	


	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	
































