ERCOT Power Operations Bulletin #342
ERCOT has revised the Frequency Control Desk Procedure Manual.
The specific changes are shown below.

A copy of the procedure is available at:

http://www.ercot.com/mktrules/guides/procedures/index.html
	2.1.2

Verbal Dispatch Instructions (VDI) 

	Step #
	Procedural Steps

	PURPOSE:
	ISSUE a VDI to QSE(s) specifying changes to generation.

	NOTE:
	VDIs should not re-iterate an instruction given via XML.  

	NOTE:
	Whenever a VDI is issued, if necessary, request the QSE or TO to repeat back the instructions. IF the QSE or TO hotline is used to issue a VDI, direct all hotline participants to remain on the line until a hotline participant of your choice correctly repeats back to you the directive. If the repeat back is not acceptable, restate the instructions and direct them to repeat back again. Continue if necessary until an acceptable repeat back is received.

	1
	Communicate required information to QSE(s) via telephone (using the hotline if 

appropriate).

	NOTE:
	VDI numbers as described here are only required for VDIs documented using the paper form.  VDIs documented using the OOM tool (post EMMS Release 4) will not have a number available to the operator.

	2
	As time permits, complete the VDI form (Appendix 3).

The following are required fields on all VDIs:

· VDI #
· EXAMPLE:  For the 4th VDI issued by the Frequency Control Desk on July 22, 2005 the number would appear as “F-072205-4”
· Operating Day

· ERCOT System Operator

· Receiving Entity

· Receiving Entity’s Operator

· Time & Date

· Instruction

· Reason for Instructions

· Intervals

· ERCOT Operator’s signature

Blank fields are to have N/A entered.

	3
	LOG in the Operator’s Log the VDI information and information relevant to the decision for issuing the VDI.

	4
	As time permits, forward the VDI form to the Shift Supervisor.


	2.1.3

VDI for Hold Last Interval 

	Step #
	Procedural Steps

	1
	If market control mechanisms have failed, or ERCOT has issued erroneous instructions THEN, using the hotline, issue an instruction:

· Print Hotline Log.  

Typical script:

“This is [operator’s first and last name] at ERCOT. VDI # ______.  Hold the [interval ending time] interval Balancing Energy Service deployment until further notice.”

	2
	As time permits complete the VDI form (Appendix 3), using these instructions:

· Issued a Verbal Dispatch Instruction to – write in “All QSEs”

· Receiving entity’s operator – write in “All QSEs”

· The instruction was as follows – write in “Hold interval ending <time>, resume with interval <time>

ALL fields are to have either pertinent data or N/A entered.  Leave NO field(s) blank.

	3
	LOG in the Operator’s Log the VDI information and reason(s) why interval was held.

	4
	As time permits, ensure Hotline Log printout has date and time and forward, along with VDI, to the Shift Supervisor.


2.2
Hotline and Satellite Phone Testing Procedure

	2.2.1

QSE Telephone Hotline Test

	Step #
	Procedural Steps

	1
	Between 0630 and 1100 on Monday test ERCOT hotline telephone to all QSEs with resources.

	2
	Check with the Shift Supervisor and determine the ERCOT current threatcon level.  

	3
	Using the Hotline notify all responding QSEs of the purpose of the call.

Typical script:

“This is [operator’s first and last name].  ERCOT is conducting the weekly QSE hotline test.  We are currently at threatcon level __________.  The following alerts and OCNs are currently in effect:


List OCNs, Advisories, Alerts and/or Emergency Notices in effect.

State “None” if none in effect.

This ends this test of the ERCOT Hotline.  That is all.”

	4
	When the QSEs have responded, print the Hotline Log, ensure printout has date and time and forward to Shift Supervisor. 

	5
	Check the telephone hotline printed log and compare with the list of QSEs in Appendix 4.

	6
	Notify the Shift Supervisor or the ERCOT Helpdesk of any QSE that did not respond to the Hotline test. 

	7
	If any additional QSEs appear on the hotline that are not listed in Appendix 4, request the ERCOT Operations Training Department update the appendix.

	8
	LOG in the Operator’s Log the Telephone Hotline test, date, time, and any QSE that did not respond to the Hotline test.  


	2.2.2

Site Failover Hotline Message

	Step #
	Procedural Steps

	1
	Using the hotline if available notify all QSEs before the scheduled time for a planned site failover (preferably five (5) to 30 minutes).  The following message should be communicated.  The variable information is in brackets.
Typical script:
“This is [operator’s first and last name].  At [time], ERCOT will perform a planned site failover of its Energy & Market Management Systems from [Taylor] to [Austin].  During this time, market communications will be unavailable for about 15 minutes, and real-time communications will be unavailable for about five minutes.  All systems should reestablish communications automatically.”

	2
	Print the Hotline Log, ensure printout has date and time and forward to Shift Supervisor.


	2.5.3

Monitor and Control Time Error Correction Schedule

	Step #
	Procedural Steps

	PURPOSE:
	This procedure will establish the standard for implementing time error correction in ERCOT.  Load pick-up and drop will influence the time error; consider this when deciding to initiate a time error correction.  

	NOTE:
	In general, start a time correction whenever the time error is greater than +/- 3 seconds.  However, at no time should the accumulated time error be allowed to exceed +/- 5 seconds.
Time error corrections shall start and end on the hour or half-hour.
Time error correction notifications shall be labeled alphabetically on a monthly basis (A-Z).  The first time error correction for any given month will be “A”.  If a second time error correction is needed during the same month it will be “B”.  The third will be “C” etc.

In the succeeding month, the first time error correction will revert back to “A”.  The second will be “B”. etc. 

	1
	DISPLAY the Generation Area Status display.

Reference Display:

Generation Area Status – Time Error – “Correction Schedule”

	2
	Select Time Error – Correction Schedule.

	3
	ENTER the appropriate Time error ID letter. 

	4
	ENTER the frequency offset using – 0.02 for fast time correction (59.98 Hz) or +0.02 for slow time correction (60.02 Hz).

	5
	ENTER a Start Time later than the current time AND ENTER a Stop Time later than the scheduled start time.

	NOTE:
	The following notice is to allow QSEs time to incorporate the changed frequency in their Ancillary Service Performance Monitor.  

	6
	ERCOT will notify all QSEs using a hotline call if available at least 60 minutes before starting time correction, of start time and frequency.
Print Hotline Log, ensure printout has date and time, and forward to Shift Supervisor.

	7
	VERIFY the Manual radio button to be selected.  Time correction will start at selected date and time. 

Reference Display:

Generation Area Status – “Time Error” – Correction Schedule

	8
	Monitor the time error on the Generation Area Status Display until it reaches an acceptable value (+/- 0.5 seconds).  

Time error correction may be terminated after five hours, or after any hour it has reached an acceptable value of +/- 0.5 seconds.

	9
	If a manual time error correction is prematurely terminated, wait at least one hour between sending the termination and re-initiation notices.

Also:

Frequency must be at or above 60 Hz for at least 10 minutes before reinstating a “slow” time error correction.

Frequency must be at or below 60 Hz for at least 10 minutes before reinstating a “fast” time error correction.

	NOTE:
	The following notice is to allow QSEs time to incorporate the changed frequency in their Ancillary Service Performance Monitor.  

	10
	ERCOT will notify all QSEs using a hotline call if available at least 60 minutes before ending time correction.
Print Hotline Log, ensure printout has date and time, and forward to Shift Supervisor.

	11
	LOG in the Operator’s Log start time, stop time, time error, and frequency offset.


.

	2.6.3

Issue an Alert

	Step #
	Procedural Steps

	NOTE:  
	General guidelines for issuance of emergency notification:

Knowledge of an emerging/existing situation that could/does require intervention to ensure system reliability requires ERCOT to notify Market Participants through the use of Emergency Notification Messaging System.

	NOTE:
	ERCOT must issue an ALERT before acquiring Emergency Short Supply

Regulation Services, Emergency Short Supply Responsive Reserve Services, or

Emergency Short Supply Spinning Reserve Services.

	NOTE:
	Whenever the QSE or TO hotline is used to issue an Alert message that contains a directive direct all hotline participants to remain on the line until a hotline participant of your choice correctly repeats back to you the directive. If the repeat back is not acceptable, restate the directive and direct them to repeat back again. Continue if necessary until an acceptable repeat back is received.

	1
	As directed by the Shift Supervisor, OR when appropriate, ISSUE an Alert IF:
· Transmission system conditions are such that ERCOT is expected to exceed limits established to keep ERCOT within the limits of First Contingency Criteria.  

· A short supply, or congestion condition has been identified and no alternatives exist to relieve the condition.

· There is a hurricane in the Gulf with expected landfall in Texas or has moved ashore in Texas.

· A cold front has arrived with temperatures anticipated to be in mid to low 20°F range and maximum temperature expected to remain near or below freezing impacting 50% or more of major metropolitan areas.

· A situation is emerging that will have an adverse effect on grid reliability.

· Loss of communications or control condition is pending or in progress.

· Adjusted Responsive Reserve is equal to or below 2500 MW.

	2
	Issue an Alert:

· Post on the ENS

· Post on the MIS

· Notify QSEs via the Hotline

· Print Hotline log and save in daily log as time permits

	NOTE:
	The Transmission and Security Desk will notify the Transmission Operators.


	2.6.4

Issue an Emergency Notice

	Step #
	Procedural Steps

	NOTE:  
	General guidelines for issuance of emergency notification.

Knowledge of an emerging/existing situation that could/does require intervention to ensure system reliability requires ERCOT to notify Market Participants through the use of Emergency Notifications.

	NOTE:
	Whenever the QSE or TO hotline is used to issue an Emergency Notice that contains a directive or to inform that any step of EECP is being implemented, direct all hotline participants to remain on the line until a hotline participant of your choice correctly repeats back to you the directive. If the repeat back is not acceptable, restate the directive and direct them to repeat back again. Continue if necessary until an acceptable repeat back is received.

	1
	As directed by the Shift Supervisor, OR when appropriate, ISSUE an Emergency Notice IF:

· A transmission condition has been identified causing unreliable operation or overloaded elements.  

· A short supply, congestion condition is affecting voltage and/or frequency with risk of grid area failure(s) and no market alternatives exist to relieve the condition.

· A severe single contingency event presents the threat of uncontrolled separation or cascading outages, large-scale service disruption to load, and/or overload of critical transmission elements and no timely solution is available from the market.

· ERCOT has determined a fuel shortage exists.

	NOTE:
	An EECP is an Emergency Notice.

	2
	Issue an Emergency Notice:

· Post on the ENS

· Post on the MIS

· Notify QSEs via the Hotline

· Print Hotline log and save in daily log as time permits

	NOTE:
	The Transmission and Security Desk will notify the Transmission Operators.


	2.6.6

Implement EECP

	Step #
	Procedural Steps

	NOTE:  
	Frequency Control Desk will implement applicable steps of the EECP. 

EECP STEPS in this procedure are to be implemented in concert with the Transmission & Security Desk EECP procedures.

Public media appeals may be enacted prior to EECP as deemed necessary by the Shift Supervisor. When a media appeal for conservation is enacted QSE’s should be notified via Hotline call.
For the purpose of this procedure, Physical Responsive Capability PRC plus Responsive Reserve Service (RRS) provided from LAARs as defined and used in the ERCOT Operating Guides Section 1.6 and 4.5.3.3 shall be referred to as Adjusted Responsive Reserves.

	NOTE:
	Whenever the QSE or TO hotline is used to issue an Emergency Notice that any step of EECP is being implemented, direct all hotline participants to remain on the line until a hotline participant of your choice correctly repeats back to you the directive. If the repeat back is not acceptable, restate the directive and direct them to repeat back again. Continue if necessary until an acceptable repeat back is received.

	NOTE:
	IF frequency falls below 59.8 Hz, ERCOT CAN immediately implement EECP Step 4.

IF frequency falls below 59.5 Hz, ERCOT SHALL immediately implement EECP Step 4.

	1a
	Implement EECP Step 1 IF:
· Adjusted Responsive Reserves fall below 2300 MWs, OR
· ERCOT has deployed over 760MW of Responsive Reserve Service (RRS) supplied from generation resources in response to low frequency due to a capacity insufficiency.

 Reference Display: 

Generation Area Status, Generation Reserve Status, Available Details, ERCOT ON UNIT ERCOT Load Acting As Resource (LAAR)

	1b
	Using the hotline, notify all QSEs to implement EECP STEP 1.

· When QSEs have answered the Hotline, print Hotline log.

Typical script:

“This is [operator’s first and last name].  ERCOT has implemented EECP Step 1, QSEs are to enact the following”:

·  Report when online available capacity is at risk due to adverse circumstance.  

· Immediately and continually update Resource Plans to reflect all resource delays and limitations should they occur.

· Notify ERCOT of all available uncommitted units within the expected time frame of the emergency. 
· Start and load all available RMR units to full capacity within the expected time frame of the emergency.
· QSE’s are not to take units off-line while ERCOT is in emergency operations unless it is due to a forced outage.
· Suspend testing on all resources.

· QSEs are to report back to the ERCOT System Operator on the progress             and/or completion of the aforementioned items.

	1c
	Ensure printed Hotline log has date and time information and forward it to the Shift Supervisor.

	1d
	Ensure the following:

· EECP Step 1 is posted on the Emergency Notification System (ENS) short version – 32 characters

· EECP Step 1 is posted on the Market Information System (MIS)

	1e
	 Ensure all available Non-Spin has been deployed.

	1f
	Notify Southwest Power Pool (SPP) Security Coordinator.

Typical script: 

“This is [operator’s first and last name].  ERCOT is declaring EECP Step 1. This is equivalent to NERC EEA Step 1.”

 Determine what the DC Tie capacity available is for Emergency Assistance into ERCOT and confirm with SPP.

If capacity is available, call the appropriate QSE and inquire if they can generate an emergency schedule from their resources outside of ERCOT and bring the power across the DC ties into the ERCOT Control Area:

· Ensure the appropriate QSE understands that they must obtain transmission capacity and create and submit a NERC tag for the emergency schedule to flow.

· A VDI must be issued to the appropriate QSE for the emergency schedule.

If the appropriate QSE is unable to generate an emergency schedule into ERCOT from their resources, ask them to inquire about the availability of emergency assistance from non-QSE resources outside of ERCOT and to report back what they find:

· Ensure the appropriate QSE understands that they must report back to ERCOT before they purchase the energy.

· Ensure the appropriate QSE understands that they must obtain all transmission capacity from the resource to ERCOT and create and submit a NERC tag for the emergency schedule to flow.

· A VDI must be issued to the appropriate QSE for the emergency schedule.

	1g
	VERIFY and log the following as appropriate:

· All  RMR units are at, or being loaded to, full capacity

· Available Non-Spin has been deployed in the expected period of the emergency.

· Available uncommitted units have been dispatched and loaded as necessary.

· Testing has been suspended on all resources
· Available DC Tie capacity not being used by the market has been applied to the system. (Generally, this will not affect export schedules out of the ERCOT Control Area.)

	2a
	In addition to measures associated with STEP 1
Implement EECP Step 2 IF: 

· EECP Step 1 fails to maintain Adjusted Responsive Reserves equal to or greater than 1750 MW.

Reference Display: 

Generation Area Status, Generation Reserve Status, Available Details, ERCOT ON UNIT ERCOT Load Acting As Resource (LAAR)

	2b
	Using the hotline, notify all QSEs to implement EECP STEP 2.

· When QSEs have answered the Hotline, print Hotline log.

Typical script: 

“This is [operator’s first and last name].  ERCOT has implemented EECP STEP 2; 
· QSEs are to deploy all Loads acting as a Resource (LAARs) bid to supply Responsive Reserves Service within ten (10) minutes.
· QSEs are not to take units off-line while ERCOT is in emergency operations unless it is due to a forced outage.

· QSEs are required to report back to the ERCOT System Operator when this task has been completed,”

	2c
	Instruct the Transmission & Security Desk Operator to inform the TO via the 
Hotline that LAARs have been deployed.

	2d
	Ensure printed Hotline log has date and time information and forward it to the Shift Supervisor.

	2e
	Ensure the following:

· EECP Step 2 is posted on the Emergency Notification System (ENS) short version – 32 characters
· EECP Step 2 is posted on the Market Information System (MIS)

	2f
	Notify Southwest Power Pool (SPP) Security Coordinator.

Typical script:
“This is [operator’s first and last name],ERCOT is declaring EECP Step 2.  This is equivalent to NERC EEA Step 2.”

	2g
	Unless a media appeal is already in effect, issue an appeal through the public news media for voluntary energy conservation. (See Shift Supervisors procedures)


	2h
	Dispatch any unutilized remaining capacity.

	2i
	VERIFY and log the following as appropriate:

· RMR units are at, or being loaded to full capacity.
· Available Non-Spin has been deployed in the expected period of the emergency.

· Available uncommitted units have been dispatched and loaded as necessary.
· Testing has been suspended on all resources.

· Available DC Tie capacity not being used by the market has been applied to the system.
· LAARs have been deployed.

· SPP Security Coordinator has been updated on ERCOT’s status.

	3a
	In addition to measures associated with STEP 1 & 2;

imPLEMENT eecp sTEP 3 IF:

EILS has been procured AND any of the following occur:

· Frequency drops below 60.00 Hz, OR 
· Frequency begins to trend down with no indication for recovery, OR

· Adjusted Responsive Reserves continue to trend down, OR

· Adjusted Responsive Reserves are no longer available.

	NOTE:
	There is two separate blocks of EILS:

The first is called EILS Business Hours: 

Business hours are defined as HE 0900- HE 2000 on Business days Monday through Friday not to include Holidays.

The second is called EILS Non-Business Hours:

Non- Business Hours are classified as any hour not defined as Business Hours.

When a deployment of EILS is implemented and the event is still in effect when one Time Period (either Business Hours or Non-Business Hours) ends and the other begins, deployed EILS Resources will remain deployed until, at ERCOT’s discretion, they are recalled via a Hotline call to all QSEs.  QSEs representing EILS Resources that are obligated in the new Time Period shall not deploy the newly obligated EILS Resources unless instructed to do so by ERCOT.  

ERCOT System Operators will make reasonable efforts to recall EILS Resources that are no longer obligated due to the expiration of a Time Period.

When issuing a VDI for EILS specify Non- Business Hours or Business Hours in the Instruction Section of the VDI.

	3b  


	Using the hotline, notify all QSEs to implement EECP STEP 3.

When QSEs have answered the Hotline, print the Hotline log.
Typical script:

“This is [operator’s first and last name].  ERCOT has implemented EECP Step 3. ERCOT is issuing Verbal Dispatch Instruction F-(mmddyy-#) to all QSE’s to deploy contracted (Non-Business Hours or Business Hours) EILS Resources at (time) until further notice. All QSEs confirm that their generation resources are at maximum output.” 

	NOTE:


	EILS Resources have 10 min. to comply with this instruction.    

If conditions develop that require implementing EECP step 4, ERCOT may at its discretion shed firm load prior to the expiration of the 10 min. period.                                                                              

	3c
	During EECP step 3, and prior to conditions that would warrant implementing step 4, determine the following:

· Has the timeline for Non-Business hour EILS to Business hour EILS (or vice versa) been crossed?

· If yes, are additional EILS Resources available for the new time period?

· If yes, is deployment of additional EILS Resources needed in the current system condition?

· If yes, deploy the new time period EILS Resources first, with a VDI to the QSEs via a Hotline call, and then end the VDI for the previous time period.

If no, continue: 

	3d
	Notify Southwest Power Poll (SPP) Security Coordinator.

Typical script:

“This is [operator’s first and last name].  ERCOT is declaring EECP Step 3.  This is equivalent to NERC EEA Step 2.”

	4a
	In addition to measures associated with STEP 1 & 2,3;

Implement EECP Step 4 IF:

· Frequency drops below 59.80 Hz, OR
· Frequency begins to trend down with no indication for recovery, OR

· Adjusted Responsive Reserves continue to trend down, OR

· Adjusted Responsive Reserves are no longer available.

	4b
	Ensure that the Transmission & Security Desk Operator has completed notifications to the Transmission Operators to shed firm load before proceeding to Step 4c.

	4c
	Using the hotline, notify all QSEs to implement EECP STEP 4.

· When QSEs have answered the Hotline, print the Hotline log.

Typical script:

“This is [operator’s first and last name].  ERCOT has implemented EECP Step 4. Transmission Operators have been instructed to shed <MW Amount> of firm load. All QSEs confirm that their generation resources are at maximum output.”

	4d
	Ensure the printed Hotline log has date and time information and forward it to the Shift Supervisor.

	NOTE:
	ERCOT must post NERC EEA Step 3 on the NERC RCIS before SPP will initiate an emergency schedule across the DC ties without a NERC tag being submitted.

	4e
	Notify the Southwest Power Pool Security Coordinator:

Typical script:
“This is [operator’s first and last name].  ERCOT is declaring EECP Step 4.  This is equivalent to NERC EEA Step 3.  ERCOT is requesting SPP to immediately start an emergency schedule into the ERCOT Control Area for any remaining DC Tie capacity.”  

	4f
	Inform the DC Tie Operator that SPP is starting an emergency schedule into the ERCOT Control Area and that a NERC Tag will be created as soon as practicable. 

	4g
	In conjunction with the Transmission & Security Desk Operator,

· Ensure EECP Step 4 is posted on the Emergency Notification System (ENS) short version – 32 characters

· Ensure EECP Step 4 is posted on the Market Information System (MIS)

	4h
	VERIFY the following:

· All recourses are at full capacity

· All RMR units are at full capacity
· Available Non-Spin has been deployed in the period of the emergency.
· Uncommitted QSE’s available units have been dispatched to full load

· All resource testing has been suspended.

· Available DC Tie capacity not being used by the market has been applied to the system 

· SPP Security Coordinator has been updated on ERCOT’s status
· All LAARs have been removed from service.


	4i
	When possible:

· Contact the appropriate QSE and instruct them to create and submit a NERC tag for the emergency schedule. 

· Issue a VDI to the appropriate QSE for the emergency schedule.


	2.6.7

Restore EECP Steps

	Step #
	Procedural Steps

	NOTE:  
	The Frequency Control Desk will implement applicable steps of the EECP Restoration.
Numbering of procedure steps is reversed to coincide with EECP Steps.
EECP STEPS in this procedure are to be implemented in concert with the Transmission & Security Desk EECP procedures.
For the purpose of this procedure, Physical Responsive Capability PRC plus Responsive Reserve Service (RRS) provided from LAARs as defined and used in the ERCOT Operating Guides Section 1.6 and 4.5.3.3 shall be referred to as Adjusted Responsive Reserves.

	4a
	Notify the QSEs when the Transmission & Security Desk Operator begins to restore firm load.

	  4b
	Move from EECP STEP 4 to STEP 3 when:

· Sufficient Regulation Service exist to control to 60 Hz, AND
· Adjusted Responsive Reserve supplied from generation is equal to 1150 MWs, AND

All firm load has been restored.

	4c
	Using the hotline, notify all QSEs of the reduction from EECP 

Step 4 to Step 3:

· Print the Hotline log

· Ensure the log has the date and time noted and forward it to the Shift Supervisor.

Typical script:
“This is [operator’s first and last name].  ERCOT is moving from EECP Step 4 to Step 3.”

	4d
	Ensure the following:

· EECP Step 4 to Step 3 is posted on the Emergency Notification System (ENS) short version – 32 characters
· EECP Step 4 to Step 3 is posted on the Market Information System (MIS)

	4e
	Update Southwest Power Pool Security Coordinator of ERCOT’s status.
Typical script:

“This is [operator’s first and last name].  ERCOT is canceling EECP Step 4.  This is equivalent to NERC EEA Step 3.  ERCOT is moving to EECP Step 3.  This is equivalent to NERC EEA Step 2.”

	4f
	Coordinate the termination of any Emergency Power schedules coming across the DC Ties supplied by SPP. 

	4g
	Begin recalling LAARs as sufficient capacity from generation becomes available.

Maintain a minimum of 1150 MWs of Adjusted Responsive Reserve supplied from generation resources while LAARs are being restored.

	4h
	Instruct the Transmission & Security Desk Operator to notify the TOs that LAARs are being restored.

	  3a
	Move from EECP STEP 3 to STEP 2 when:

· The system can maintain Adjusted Responsive Reserve equal to or greater than 1750 MWs, AND
· All LAARs have been recalled. AND
· Sufficient Regulation Service exist to control to 60 Hz.

	3b
	Using the hotline, notify all QSEs of the reduction from EECP 

Step 3 to Step 2:

· Print the Hotline log

· Ensure the log has the date and time noted and forward it to the Shift Supervisor.

Typical script:
“This is [operator’s first and last name].  ERCOT is moving from EECP Step 3 to Step 2.”

	3c
	Ensure the following:

· EECP Step 3 to Step 2 is posted on the Emergency Notification System (ENS) short version – 32 characters
· EECP Step 3 to Step 2 is posted on the Market Information System (MIS)

	3d
	Update Southwest Power Pool Security Coordinator of ERCOT’s status.
Typical script:

“This is [operator’s first and last name].  ERCOT is canceling EECP Step 3 and moving to EECP Step 2.  This is equivalent to NERC EEA Step 2.”

	3e
	Appeals through the public news media for voluntary energy conservation may be terminated. (See Shift Supervisor desk procedure)

	2a
	Move from EECP Step 2 to Step 1 when:

· The system can maintain Adjusted Responsive Reserve equal to or greater than 2300 MWs AND
· All LAARs have been restored or replaced with generation.



	2b
	Using the hotline, notify all QSEs of the reduction from EECP 

Step 2 to Step 1:

· Print the Hotline log

· Ensure the log has the date and time noted and forward it to the Shift Supervisor.

Typical script:
“This is [operator’s first and lst name].  ERCOT is moving from EECP Step 2 to Step 1.”

	2c
	Ensure the following steps are complete:

· EECP Step 2 to Step 1 is posted on the Emergency Notification System (ENS) short version – 32 characters
· EECP Step 2 to Step 1 is posted on the Market Information System (MIS)

	2d
	Recall  EILS. 
Maintain a minimum of 2300 MWs of Adjusted Responsive Reserve..

	2e
	Instruct the Transmission & Security Desk Operator to notify the Tos that EILS is being recalled.

	2f
	Update Southwest Power Pool Security Coordinator of ERCOT’s status.
Typical script:

“This is [operator’s first and last name].  ERCOT is canceling EECP Step 2.  This is equivalent to NERC EEA Step 2.  ERCOT is moving to EECP Step 1.  This is equivalent to NERC EEA Step 1.”

	1a
	Move from EECP Step 1 to Termination when:

· EILS resources have been recalled. AND

· All uncommitted units secured in EECP STEP 1 can be released to reduce generation, AND
· Emergency power from the DC Ties is no longer needed, AND
· Sufficient Regulation Service exist to control to 60 Hz.

	1b
	Using the hotline, notify all QSEs of the reduction from EECP 

Step 1 to termination:

· Print the Hotline log

· Ensure the log has the date and time noted and forward it to the Shift

Supervisor.

Typical script:
“This is [operator’s first and last name].  ERCOT is terminating EECP. An Alert still remains in effect.”

	1c
	Ensure the following:

· EECP Step 1 termination is posted on the Emergency Notification System (ENS) short version – 32 characters
· EECP Step 1 termination is posted on the Market Information System (MIS

	1d
	Coordinate the termination of any Emergency Power schedules coming across the DC Ties supplied by the appropriate QSE.

	1e
	Update Southwest Power Pool Security Coordinator of ERCOT’s status.
Typical script:

“This is [operator’s first and last name].  ERCOT is terminating EECP.  This is equivalent NERC EEA 0 (zero).”


	2.6.8

Emergency Site Failover

	Step #
	Procedural Steps

	NOTE:  
	If communication with the primary control center is lost during normal business hours and support is unavailable from the primary control center, personnel at the backup site will serve as support.

If communication with the primary control center is lost during non business hours, on-call personnel should be notified.

	NOTE:
	The following indicates a loss of communication from the active site:

When the EMS fails, this message immediately appears:
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When the MOI fails, an hour glass (Not Responding) will appear on the top edge of the window:
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If the EMS and MOI fail at the same time, it is an indicator a catastrophic failure at the active site.

Loss of the primary control center may occur with the EMMS running from the backup site.  When this takes place, the loss will not be apparent until such things as no offset number, lack of frequency control and/or congestion management or loss of telecommunication reveal the situation.

	1
	If the primary control center becomes inoperative, determine if the EMMS infrastructure is running.

· A & B indicate the EMMS is running from Taylor
· C & D indicate the EMMS is running from Austin

	NOTE:
	A callout list for system operators and support personnel is maintained in a separate tab in the Operating Procedure Manual.

	2
	Communicate the EMMS status to the EMMS Production Support Group.

	3
	If you are unable to contact the EMMS Production Support Group, contact the Manager of EMMS Development.

	4
	IF frequency control is lost, initiate Frequency Control Desk Procedure 2.5.1 step 2 and go on Constant Frequency Control.
Typical script:  
“This is [operator’s first and last name] with ERCOT at the Frequency Desk in Austin.  ERCOT is in the process of transferring system operation from the primary control center to the back up control center due to <define situation>.  Further information will be forthcoming as necessary.  QSE <XYZ> is to go on Flat Frequency Control.  All other QSEs follow their power schedules and hold the last good interval.  Until further notice, all phone calls to ERCOT should be directed to (512) 225-7100.  Are there any questions?”
NOTE:  When choosing a QSE for flat frequency control, additional actions may be required, depending on the time of year.  During the shoulder months, when there is less generation on line, OOMEs, VDIs, and even load shedding may be required to maintain system security.

	NOTE:
	DC Tie output changes should be monitored as changes may cause depletion of Regulation Service.  The NERC tags may need to be curtailed on an hourly basis to prevent this depletion.

	5
	Once the Shift Supervisor arrives at the backup site, he/she will coordinate the restoration of the EMMS.

	6
	When the EMMS has been restored, make a hotline call to inform the QSEs, take the QSE selected off flat frequency control, and have the other QSEs  follow ERCOT deployments:

Typical script:  
This is [operator’s first and last name] with ERCOT at the Frequency Desk in Austin.  The ERCOT computer systems are now operational.  QSE <XYZ> is to go off Flat Frequency Control and ERCOT will assume control of the system.  All other QSEs should follow the deployments being sent out by ERCOT.  All calls should still be directed to (512) 225-7100.  Are there any questions?”


	2.6.9

Provide Advanced Notice of Diminishing Responsive Reserve

	Step #
	Procedural Steps

	PURPOSE:  
	Guidelines for issuing advance notice of diminishing Responsive Reserves.

	NOTE:
	Adjusted Responsive Reserve (ARR)

Reference Display: EMS, Generation Area Status, ADJ_RESPONS

	1
	IF Adjusted Responsive Reserve is equal to or less than 3000MW, issue an Advisory.

Typical script: 

“This is [operator’s first and last name].  ERCOT is issuing an Advisory to provide notice that Adjusted Responsive Reserve has fallen to <state MW amount>.  Please keep your Resource Plan updated and notify ERCOT of any changes in your system that will prevent you from meeting your Responsive Reserve obligation.”   

	CAUTION:
	Deploy Non-Spin (if available) prior to issuing OOME or OOMC instructions to quick-start CTs. 

	2
	IF Adjusted Responsive Reserve is equal to or less than 2500MW, issue an Alert.

Typical script: 

“This is [operator’s first and last name].  ERCOT is issuing an Alert to provide notice that Adjusted Responsive Reserve has fallen to <state MW amount>.  Please keep your Resource Plan updated and notify ERCOT of any changes in your system that will prevent you from meeting your Responsive Reserve obligation.”
Implement the following actions:

· Start RMR units available in the time frame of the emergency.  RMR units should be loaded to full capability.

· Issue dispatch instructions to QSEs to suspend any ongoing generating unit or resource performance testing.
NOTE:  If issuing an OOME instruction on quick-start CTs that are showing “On” and “Plan MW” = 0, follow up with an OOMC VDI for settlements.

· Deploy Non-Spin and “Quick Start” GTs as follows:

a. Deploy Non-Spin if available.

b. If Non-Spin is unavailable or if all Non-Spin has been utilized, dispatch to full output as many “Quick Start” GTs as necessary that are bid into the Balancing Market and show “On” and “Plan MW” = 0. Deplete these resources before proceeding to c.

c. If all “Quick Start” GTs that were “On” are depleted, OOMC/OOME the remainder of the “Available” “Quick Start” units.  Deplete these resources before proceeding to d.

d. If all “Quick Start” units are depleted, OOMC/OOME any additional “Available” units.


	2.6.10

Diminishing Reserve Notice Cancellation Guidelines 

	Step #
	Procedural Steps

	NOTE:
	System conditions may dictate operating beyond the scope of this procedure. The System Operator has the authority to issue and/or keep a notification in effect as he/she deems necessary.

Adjusted Responsive Reserve (ARR)

Reference Display: EMS, Generation Area Status, ADJ_RESPONS.

	1
	Cancel an Alert or Advisory if:

· ARR is >= 3200 MWs, AND

· Load is trending down, OR
· The MAI shows the “Max Cap Room” increasing over the next two hours

	2
	As system conditions permit, recall/release incrementally, any additional generation that was brought online to recover ARR. 

	3
	IF Non-Spin has been deployed, work in conjunction with the Operating Period Desk Operator to recall Non-spin Reserve Services as system conditions permit.

	4
	IF an alert has been canceled, 

· NOTIFY QSEs that all RMRs may return to normal operation, AND 

· Performance testing may be resumed.

Typical scripts:

Cancel Advisory - “This is [operator’s first and last name].  ERCOT is canceling the Advisory for notice of Adjusted Responsive Reserve. Adjusted Responsive Reserves are now <amount>MWs.”

Cancel Alert - “This is [operator’s first and last name].  ERCOT is canceling the Alert for Adjusted Responsive Reserves. Adjusted Responsive Reserves are now <amount>MWs. At this time, all RMRs should continue normal operation. Performance testing may resume.”


	2.6.11

Use of LAARs to Arrest a Reportable Low Frequency Disturbance

	Step #
	Procedural Steps

	PURPOSE:
	To meet NERC Recovery Criteria after a potential NERC Reportable DCS Event:

	NOTES:
	NERC Recovery Criteria
Within 15 minutes ERCOT shall:
· Return system frequency to scheduled frequency if it was greater than or equal to scheduled frequency prior to the disturbance, OR
· Return system frequency to its pre-disturbance value if it is was less than scheduled frequency prior the disturbance.
A potential NERC Reportable DCS Event
· Single contingencies – one event characterized by the sudden, unanticipated loss of generation greater than or equal to 1083 MWs , OR

· Multiple contingencies – the loss of multiple units within one minute or less if the combined magnitude exceeds 1083 MWs. 

It is anticipated that the deployment of LAARs will occur in stages.

LAARs UFRs are set at 59.7 Hz.

If ERCOT declares an “Emergency Notice”, a text message may be sent as time permits so as not to impede system operations.

In order to control frequency, be prepared to issue a “Fleet Down” VDI once the system has recovered to its scheduled/pre-disturbance frequency value.

	1
	When a low frequency disturbance occurs due to a loss of generation, DETERMINE immediately, by calculating the loss of generation, if the event is potentially a NERC Reportable DCS Event. 

	2
	If a low frequency disturbance occurs, AND there is no indication of a generation loss, assume that a potential DCS event has occurred and SCADA communications has been lost.

· Determine the magnitude of the event by using the “ERCOT Interconnection Control Error” tag on the “ERCOT & QSE Summary Page” in PI.

· Take care to calculate the entire generation loss from the PI tag, not just the difference between zero and the lowest number.

Example:
If the “ERCOT Interconnection Control Error” pre-disturbance value is +150 MW, and post disturbance value is -950MWs, then the total generation loss is 1100MWs.  This constitutes a NERC Reportable DCS Event.

	3
	If the “ERCOT Interconnection Control Error” post-disturbance value is greater than 1000 MW, implement Step 5.

	4
	IF the event is not a NERC Reportable DCS Event, proceed with normal operation.

	5
	IF the event is a potentially NERC Reportable DCS Event and the Frequency is above 59.7 Hz,

· IMMEDIATELY issue a VDI using the hotline instructing QSEs to deploy ALL un-deployed LARRs and hydro generation that are bid to supply Responsive Reserve.
Mandatory script:

This is [operator’s first and last name].  VDI # ____________

ERCOT has experienced a potential DCS Event and all QSEs are required to deploy any un-deployed LAARs and hydro supplying Responsive Reserve.”

Print Hotline Log, ensure printout has date and time, and forward to Shift Supervisor.

	6
	Complete the VDI form (Appendix 3) and process.

· Issued a Verbal Dispatch Instruction to – write in “All QSEs”

· Receiving entity’s operator – write in “All QSEs”

· The instruction was as follows:  “All QSEs are required to deploy any un-deployed LAARs and hydro supplying Responsive Reserve due to a potential DCS event.”

	7
	REQUEST that the Transmission & Security Desk notify the Transmission Operators that LAARs are being deployed due to NERC DCS Event.   

	NOTE:
	verify all RRS from resources is recalled prior to restoring LAARs providing RRS.

	8
	Restore LAARs incrementally as system conditions permit. 



	9
	REQUEST that the Transmission & Security Desk notify the Transmission Operators that LAARs are being restored.


	2.6.13

Fast Start Emergency Schedules to Southwest Power Pool (SPP)

	Step #
	Procedural Steps

	NOTE:
	Every effort should be made to render assistance during emergency conditions.

The Emergency schedule can start at anytime and is not required to be in the ERCOT MOI.  A schedule should be put in the MOI as soon as allowable before the Operating Period Lockout.

SPP will notify ERCOT that emergency assistance is needed.

	1
	VERIFY that providing emergency assistance to SPP will not put ERCOT in an insecure state, or worsen an existing insecure state.

	NOTE:
	SPP will contact the DC Tie Operator and arrange to maximize the DC tie output into SPP.  It is not necessary to confirm that an emergency condition has been posted in the RCIS.  SPP may need to act before the RCIS is updated.

	2
	Direct the Operating Period Desk to adjust the Offset to minimize the use of Regulation until the schedule is in the MOI.

	3
	When possible:

· Contact the appropriate QSE and instruct them to create and submit a NERC tag for the emergency schedule (this can be done after-the-fact). 

· Issue a VDI to the appropriate QSE for the emergency schedule.


Appendix 4:  Telephone Hotline
NOTE: Ensure “Lost Souls” are cleared prior to making Hotline Calls.
	QSEs
	

	AEN
	Garland

	AEP Ohio
	IPAS

	ANP
	LCRA

	APX Equinix
	Merrill Lynch

	BEPC (Brazos)
	NRG

	British Petro
	Occidental Greenway

	BTU
	Reliant REPS

	Calpine
	Sempra

	Constellation
	STEC

	Coral
	SUEZ

	CPSB
	Tenaska

	Direct Energy
	Topaz

	Dynegy
	TXU

	Eagle
	Weststar

	Exelon
	XTend

	FP&L Juno Beach
	

	FULCRUM
	


	TOs
	

	AEN 
	Garland

	AEP 
	LCRA

	BEPC
	Magic Valley

	BPUB
	ONCOR

	BTU
	Rayburn

	Centerpoint
	STEC

	College Station
	TNMP

	CPSB
	

	Denton
	


Appendix 6:  Method for Posting Messages to the Market Information System (MIS)

For the following:

Login = ercotoperator

Password = (obtain current password from Shift Supervisor)

I.
POSTING A MESSAGE

1. In Internet Explorer, go to: 

http://oldercot.ercot.com/ercotPublicWeb/Messageadmin/index.htm

Select “Create Message”

a. Type the message subject in the “Subject” field

b. Tab to (or click in) the “Message” field and enter the message

Caution:  In the next step selecting “Reset” will clear all fields on the form.

c. From the drop-down list, select the message type

d. Select “Submit” to post the message to the public messages area on the portal.

e. Log the posting number displayed.  (Logging this number will make it easier to find the message later if it’s status needs changing.  Refer to Step II)
2. (OPTIONAL)  To see the message, as the public will view it, go to:


http://oldercot.ercot.com/ercotPublicWeb/Message/MessageSearch.asp

II.
UPDATING A MESSAGE
(e.g., change status to either valid or invalid)

1. In Internet Explorer, go to:


http://oldercot.ercot.com/ercotPublicWeb/Messageadmin/index.htm

2. Select “Update Message Status”

a. Enter the “Posting Number”

b. Select the desired status

c. Select “Submit”

3. (OPTIONAL) To see the message, as the public will view it, go to:  


http://oldercot.ercot.com/ercotPublicWeb/Message/MessageSearch.asp































PAGE  
1

