	

	



ERCOT Power Operations Bulletin #337
ERCOT has revised the Frequency Control Desk Procedures Manual

The specific changes are shown below.

A copy of the procedure is available at:

http://www.ercot.com/mktrules/guides/procedures/index.html
	2.1.1 
Control Generation to Ensure Load Is Covered

	Step #
	Procedural Steps

	1
	Monitor the current ERCOT System Load and Short Term Load Forecast.

Reference Displays:

Generation Area Status

Short-Term Load Forecast

MAI (Market Analysis Interface)

	2
	Determine that the current ERCOT System generation capacity is sufficient to meet the Short-Term Load Forecast requirements.  

Reference Displays:
Generation Area Status

MAI (Market Analysis Interface)

	2a
	Compare the current generation and load with the planned capacity values from resource plan at least every other hour. 

Reference Displays:

Generation Area Status

Daily Operation Plan – Resource Plan

MAI (Market Analysis Interface)

	2b
	If real-time generation is approaching planned capacity a possible shortage is developing.  Discuss situation with Operating Period Desk and Shift Supervisor, and increase monitoring of reserves.
Reference Displays:
Generation Reserve Status – Available Details

Real Time Balancing Market – Balance Bid Tab

Real Time Balancing Market – QSE Tab 

MAI (Market Analysis Interface)

	3
	If a shortage is developing in the next hour, consider OOMC or deploying of Non-Spinning Reserve Service.  Consult with the Operating Period Desk regarding hour-ahead study results.

	4
	If OOMC is decided upon, request the Transmission & Security Desk perform the actual instruction. 

If NSRS is decided upon, request the Operating Period Desk perform the actual instruction.

	5
	MONITOR additional available generation capacity and available DC tie capacity.  Evaluate amount of additional capacity available in a short time frame using telephone communications to QSEs as appropriate.

Reference Displays:

Generation Area Status 

Generation Reserve Status

Generation Tie-Line Status

	6
	Monitor Responsive Reserves on the QSE Reserve Status Display.

If Adjusted Responsive Reserve plus LAARs is correctly calculated, and is below 2300 MW, notify Shift Supervisor.

	NOTE:
	If Adjusted Responsive Reserve plus LAARs is below 2300MW, implement EECP..

	7
	LOG in the Operator’s Log any decision to declare an EECP.


	2.2.3

Monthly Testing of Satellite Phone System 

	Step #
	Procedural Steps

	Purpose:
	On the first weekend of each month, between the hours of 0000 Saturday and 0500 Monday, the Satellite Phone System Conference Bridge will be tested with Transmission Service Providers to ensure ERCOT maintains communication capability via the Satellite Phone System. As the Shift Supervisor makes the calls to the individual Transmission Service Provider, they will set a time that the ERCOT Operator will call the Satellite Phone System Conference Bridge and establish communication with the appropriate Transmission Service Providers.

	Note:
	Use the ERCOT Satellite Phone User Guide located in the Operating Procedure Manual for a list of the Transmission Service Providers that will be contacted by the ERCOT Operator and instructions on how to place a Satellite Phone System Conference Bridge Call.

	2
	· On page 11 of the MX Turret phone select the appropriate line that applies to the ERCOT Operations Desk that is making the call.

These numbers are located in the bottom right of the page 11 screen.

BKST Day- Day Ahead Desk

BKST Freq.- Frequency Desk

BKST OPD – Operating Period Desk

BKST TS #1 – Transmission Desk #1

BKST TS#2 – Transmission Desk #2

· If the preprogrammed number does not function correctly, refer to Attachment B of the ERCOT Satellite Phone User Guide for the appropriate conference number. 

· When prompted enter the Moderator Pass Code.

· If necessary wait on the line for approx. five minutes for the Participants to dial into the Conference Bridge.

· As each participant connects to the Conference Bridge record the name of the individual from the Transmission Service Provider making the call and any problems identified with the connection process.



	3
	· If one or more of the Transmission Service Providers fails to connect to the Satellite Phone System Conference Bridge Call investigate the cause and log the following:

· Reason for inability to connect

· Actions taken by ERCOT 

· Establish a time for a retest of the Transmission Service Providers not able to connect in the initial test.

	4
	When testing is completed, fill out the portion of the Monthly Satellite Phone Conference Bridge Testing Form (SEE Appendix 11).  An electronic copy of this form is located in P:\ SYSTEM OPERATIONS ”Satellite Bridge Testing forms” folder.

	5
	When the applicable portion of the Monthly Satellite Phone Conference Bridge Testing Form is completed, save the form and close the file.  

Notify the Shift Supervisor that the Conference Bridge Call is complete and that the applicable portion of the Monthly Satellite Phone Conference Bridge Testing Form is complete. 

	6
	Log the test date and results in the ERCOT Operations Log.

	NOTE:
	Notify the Help Desk of any Satellite phone problems during the test.


	2.4.1         Monitor SCE for each QSE

	Step #
	Procedural Steps

	1
	Compare QSE’s SCE with the ERCOT calculated SCE.  If these two values differ significantly, and the cause is not already known, review SCE components with the QSE to determine the source of the disagreement.

Reference Displays:

Responsive, Regulation, and SCE – SCE Calculation

Responsive, Regulation, and SCE – SCE Calculation – Details

	2
	When the source of disagreement is established, decide which end (QSE or ERCOT) is most likely in error.  If the error is on the ERCOT end, call technical support if appropriate.  If the error is on the QSE end, request that the QSE take corrective action.

Reference Displays:

Responsive, Regulation, and SCE – SCE Calculation

Responsive, Regulation, and SCE – SCE Calculation – Details

	3
	If SCE for a QSE departs significantly from 0 over a long period, for an unknown reason, or if a SCE violation is causing a security problem, call the QSE involved and determine the reason for the deviation.

	4
	If the QSE is unable to correct the problem, log the deviation and reason reported.

	5
	Notify the Shift Supervisor when:

· A QSE’s SCE is ≥ 100 MW for more than 90 minutes
· A QSE’s SCE is ≥ -100 MW for more than 90 minutes
· A QSE’s SCE adversely affects frequency control performance 
· A QSE’s SCE causes them to have insufficient capacity to provide Ancillary Services and contributes to the depletion of available Regulation Service
Reference Displays:

Responsive, Regulation and SCE – SCE Analyst

Responsive, Regulation, and SCE – Regulation - Details

	6
	LOG in the Operator’s Log the event, including the QSE name, the name of the person communicated with, the date and time of the conversation, magnitude, length, reason for the deviation and any other pertinent information.


	2.6.6               Implement EECP

	Step #
	Procedural Steps

	NOTE:  
	Frequency Control Desk will implement applicable steps of the EECP. 

EECP STEPS in this procedure are to be implemented in concert with the Transmission & Security Desk EECP procedures.

Public media appeals may be enacted prior to EECP as deemed necessary by the Shift Supervisor. When a media appeal for conservation is enacted QSE’s should be notified via Hotline call.
For the purpose of this procedure, Physical Responsive Capability PRC plus Responsive Reserve Service (RRS) provided from LAARs as defined and used in the ERCOT Operating Guides Section 1.6 and 4.5.3.3 shall be referred to as Adjusted Responsive Reserves.

	NOTE:
	IF frequency falls below 59.8 Hz, ERCOT CAN immediately implement EECP Step 4.

IF frequency falls below 59.5 Hz, ERCOT SHALL immediately implement EECP Step 4.

	1a
	Implement EECP Step 1 IF:
· Adjusted Responsive Reserves fall below 2300 MWs, OR
· ERCOT has deployed over 760MW of Responsive Reserve Service (RRS) supplied from generation resources in response to low frequency due to a capacity insufficiency.

 Reference Display: 

Generation Area Status, Generation Reserve Status, Available Details, ERCOT ON UNIT ERCOT Load Acting As Resource (LAAR)

	1b
	Using the hotline, notify all QSEs to implement EECP STEP 1.

· When QSEs have answered the Hotline, print Hotline log.

Typical script:

“ERCOT has implemented EECP Step 1, QSEs are to enact the following”:

·  Report when online available capacity is at risk due to adverse circumstance.  

· Immediately and continually update Resource Plans to reflect all resource delays and limitations should they occur.

· Notify ERCOT of all available uncommitted units within the expected time frame of the emergency. 

· QSE’s are not to take units off-line while ERCOT is in emergency operations unless it is due to a forced outage.
· Suspend testing on all resources.

· QSEs are to report back to the ERCOT System Operator on the progress             and/or completion of the aforementioned items.

	1c
	Ensure printed Hotline log has date and time information and forward it to the Shift Supervisor.

	1d
	Ensure the following:

· EECP Step 1 is posted on the Emergency Notification System (ENS) short version – 32 characters
· EECP Step 1 is posted on the Market Information System (MIS)

	1e
	
 Ensure all available Non-Spin has been deployed.

	1f
	Notify Southwest Power Pool (SPP) Security Coordinator.

Typical Script: 
“ERCOT is declaring EECP Step 1. This is equivalent to NERC EEA Step 1.”

 Determine what the available DC Tie capacity is for Emergency Assistance into ERCOT and confirm with SPP.
If capacity is available, call the appropriate QSE and inquire if they can generate an emergency schedule from their resources outside of ERCOT and bring the power across the DC ties into the ERCOT Control Area:
· Ensure the appropriate QSE understands that they must obtain transmission capacity and create and submit a NERC tag for the emergency schedule to flow.

· A VDI must be issued to the appropriate QSE for the emergency schedule.
If the appropriate QSE is unable to generate an emergency schedule into ERCOT from their resources, ask them to inquire about the availability of emergency assistance from non-QSE resources outside of ERCOT and to report back what they find:

· Ensure the appropriate QSE understands that they must report back to ERCOT before they purchase the energy.

· Ensure the appropriate QSE understands that they must obtain all transmission capacity from the resource to ERCOT and create and submit a NERC tag for the emergency schedule to flow.

· A VDI must be issued to the appropriate QSE for the emergency schedule.

	1g
	VERIFY and log the following as appropriate:

· All  RMR units are at, or being loaded to, full capacity

· Available Non-Spin has been deployed in the expected period of the emergency.

· Available uncommitted units have been dispatched and loaded as necessary.

· Testing has been suspended on all resources
· Available DC Tie capacity not being used by the market has been applied to the system. (Generally, this will not affect export schedules out of the ERCOT Control Area.)
· 

	2a
	In addition to measures associated with STEP 1
Implement EECP Step 2 IF: 

· EECP Step 1 fails to maintain Adjusted Responsive Reserves equal to or greater than 1750 MW.

Reference Display: 

Generation Area Status, Generation Reserve Status, Available Details, ERCOT ON UNIT ERCOT Load Acting As Resource (LAAR)

	2b
	Using the hotline, notify all QSEs to implement EECP STEP 2.

· When QSEs have answered the Hotline, print Hotline log.

Typical script: 

“ERCOT has implemented EECP STEP 2; 
· QSEs are to deploy all Loads acting as a Resource (LAARs) bid to supply Responsive Reserves Service within ten (10) minutes.
· QSEs are not to take units off-line while ERCOT is in emergency operations unless it is due to a forced outage.

· QSEs are required to report back to the ERCOT System Operator when this task has been completed,”

	2c
	Instruct the Transmission & Security Desk Operator to inform the TO via the 
Hotline that LaaRs have been deployed.

	2d
	Ensure printed Hotline log has date and time information and forward it to the Shift Supervisor.

	2e
	Ensure the following:

· EECP Step 2 is posted on the Emergency Notification System (ENS) short version – 32 characters
· EECP Step 2 is posted on the Market Information System (MIS)

	
	








	2f
	Notify Southwest Power Pool (SPP) Security Coordinator.

Typical Script:
“ERCOT is declaring EECP Step 2.  This is equivalent to NERC EEA Step 2.”

	2g
	Unless a media appeal is already in effect, issue an appeal through the public news media for voluntary energy conservation. (See Shift Supervisors procedures)

	2h
	Dispatch any unutilized remaining capacity.

	2i
	VERIFY and log the following as appropriate:

· RMR units are at, or being loaded to full capacity.
· Available Non-Spin has been deployed in the expected period of the emergency.

· Available uncommitted units have been dispatched and loaded as necessary.
· Testing has been suspended on all resources.

· Available DC Tie capacity not being used by the market has been applied to the system.
· LAARs have been deployed.

· SPP Security Coordinator has been updated on ERCOT’s status.

	3a
	In addition to measures associated with STEP 1 & 2;

imPLEMENT eecp sTEP 3 IF:

EILS has been procured AND any of the following occur:

· Frequency drops below 60.00 Hz, OR 
· Frequency begins to trend down with no indication for recovery, OR

· Adjusted Responsive Reserves continue to trend down, OR

· Adjusted Responsive Reserves are no longer available.

	NOTE:
	There is two separate blocks of EILS:

The first is called EILS Business Hours: 

Business hours are defined as HE 0900- HE 2000 on Business days Monday through Friday not to include Holidays.

The second is called EILS Non-Business Hours:

Non- Business Hours are classified as any hour not defined as Business Hours.

When a deployment of EILS is implemented and the event is still in effect when one Time Period (either Business Hours or Non-Business Hours) ends and the other begins, deployed EILS Resources will remain deployed until, at ERCOT’s discretion, they are recalled via a Hotline call to all QSEs.  QSEs representing EILS Resources that are obligated in the new Time Period shall not deploy the newly obligated EILS Resources unless instructed to do so by ERCOT.  

ERCOT System Operators will make reasonable efforts to recall EILS Resources that are no longer obligated due to the expiration of a Time Period.

When issuing a VDI for EILS specify Non- Business Hours or Business Hours in the Instruction Section of the VDI.

	3b  


	Using the hotline, notify all QSEs to implement EECP STEP 3.

When QSEs have answered the Hotline, print the Hotline log.
Typical script:

“ERCOT has implemented EECP Step 3. ERCOT is issuing Verbal Dispatch Instruction F-(mmddyy-#) to all QSE’s to deploy contracted (Non-Business Hours or Business Hours) EILS Resources at (time) until further notice. All QSEs confirm that their generation resources are at maximum output.” 

	NOTE:


	EILS Resources have 10 min. to comply with this instruction.    

If conditions develop that require implementing EECP step 4, ERCOT may at its discretion shed firm load prior to the expiration of the 10 min. period.                                                                              

	3c
	During EECP step 3, and prior to conditions that would warrant implementing step 4, determine the following:

· Has the timeline for Non-Business hour EILS to Business hour EILS (or vice versa) been crossed?

· If yes, are additional EILS Resources available for the new time period?

· If yes, is deployment of additional EILS Resources needed in the current system condition?

· If yes, deploy the new time period EILS Resources first, with a VDI to the QSEs via a Hotline call, and then end the VDI for the previous time period.

If no, continue: 

	3d
	Notify Southwest Power Pool (SPP) Security Coordinator.

Typical Script:
“ERCOT is declaring EECP Step 3.  This is equivalent to NERC EEA Step 2.”

	4a
	In addition to measures associated with STEP 1 & 2,3;

Implement EECP Step 4 IF:

· Frequency drops below 59.80 Hz, OR
· Frequency begins to trend down with no indication for recovery, OR

· Adjusted Responsive Reserves continue to trend down, OR

· Adjusted Responsive Reserves are no longer available.

	4b
	Ensure that the Transmission & Security Desk Operator has completed notifications to the Transmission Operators to shed firm load before proceeding to Step 4c.

	4c
	Using the hotline, notify all QSEs to implement EECP STEP 4.

· When QSEs have answered the Hotline, print the Hotline log.

Typical script:

“ERCOT has implemented EECP Step 4. Transmission Operators have been instructed to shed <MW Amount> of firm load. All QSEs confirm that their generation resources are at maximum output.”

	4d
	Ensure the printed Hotline log has date and time information and forward it to the Shift Supervisor.

	NOTE:
	ERCOT must post NERC EEA Step 3 on the NERC RCIS before SPP will initiate an emergency schedule across the DC ties without a NERC tag being submitted.

	4e
	Notify the Southwest Power Pool Security Coordinator:
Typical Script:
“ERCOT is declaring EECP Step 4.  This is equivalent to NERC EEA Step 3.  ERCOT is requesting SPP to immediately start an emergency schedule into the ERCOT Control Area for any remaining DC Tie capacity.”  

	4f
	Inform the DC Tie Operator that SPP is starting an emergency schedule into the ERCOT Control Area and that a NERC Tag will be created as soon as practicable. 



	4g
	In conjunction with the Transmission & Security Desk Operator,

· Ensure EECP Step 4 is posted on the Emergency Notification System (ENS) short version – 32 characters

· Ensure EECP Step 4 is posted on the Market Information System (MIS)

	4h
	VERIFY the following:

· All recourses are at full capacity

· All RMR units are at full capacity
· Available Non-Spin has been deployed in the period of the emergency.
· Uncommitted QSE’s available units have been dispatched to full load

· All resource testing has been suspended.

· Available DC Tie capacity not being used by the market has been applied to the system 

· SPP Security Coordinator has been updated on ERCOT’s status
· All LAARs have been removed from service.


	4i
	When possible:

· Contact the appropriate QSE and instruct them to create and submit a NERC tag for the emergency schedule. 
· Issue a VDI to the appropriate QSE for the emergency schedule.


	2.6.7         Restore EECP Steps

	Step #
	Procedural Steps

	NOTE:  
	The Frequency Control Desk will implement applicable steps of the EECP Restoration.
Numbering of procedure steps is reversed to coincide with EECP Steps.
EECP STEPS in this procedure are to be implemented in concert with the Transmission & Security Desk EECP procedures.
For the purpose of this procedure, Physical Responsive Capability PRC plus Responsive Reserve Service (RRS) provided from LAARs as defined and used in the ERCOT Operating Guides Section 1.6 and 4.5.3.3 shall be referred to as Adjusted Responsive Reserves.

	4a
	Notify the QSEs when the Transmission & Security Desk Operator begins to restore firm load.

	  4b
	Move from EECP STEP 4 to STEP 3 when:

· Sufficient Regulation Service exist to control to 60 Hz, AND
· Adjusted Responsive Reserve supplied from generation is equal to 1150 MWs, AND

All firm load has been restored.

	4c
	Using the hotline, notify all QSEs of the reduction from EECP 

Step 4 to Step 3:

· Print the Hotline log

· Ensure the log has the date and time noted and forward it to the Shift Supervisor.

Typical script:
“ERCOT is moving from EECP Step 4 to Step 3.”

	4d
	Ensure the following:

· EECP Step 4 to Step 3 is posted on the Emergency Notification System (ENS) short version – 32 characters
· EECP Step 4 to Step 3 is posted on the Market Information System (MIS)

	4e
	Update Southwest Power Pool Security Coordinator of ERCOT’s status.
Typical Script:

“ERCOT is canceling EECP Step 4.  This is equivalent to NERC EEA Step 3.  ERCOT is moving to EECP Step 3.  This is equivalent to NERC EEA Step 2.”

	4f
	Coordinate the termination of any Emergency Power schedules coming across the DC Ties supplied by SPP. 


	4g
	Begin recalling LaaRs as sufficient capacity from generation becomes available.

Maintain a minimum of 1150 MWs of Adjusted Responsive Reserve supplied from generation resources while LaaRs are being restored.

	4h
	Instruct the Transmission & Security Desk Operator to notify the TOs that LaaRs are being restored.

	  3a
	Move from EECP STEP 3 to STEP 2 when:

· The system can maintain Adjusted Responsive Reserve equal to or greater than 1750 MWs, AND
· All LaaRs  have been recalled. AND
· Sufficient Regulation Service exist to control to 60 Hz.

	3b
	Using the hotline, notify all QSEs of the reduction from EECP 

Step 3 to Step 2:

· Print the Hotline log

· Ensure the log has the date and time noted and forward it to the Shift Supervisor.

Typical script:
“ERCOT is moving from EECP Step 3 to Step 2.”

	3c
	Ensure the following:

· EECP Step 3 to Step 2 is posted on the Emergency Notification System (ENS) short version – 32 characters
· EECP Step 3 to Step 2 is posted on the Market Information System (MIS)

	3d
	Update Southwest Power Pool Security Coordinator of ERCOT’s status.
Typical script:
“ERCOT is canceling EECP Step 3 and moving to EECP Step 2.  This is equivalent to NERC EEA Step 2.”

	3e
	Appeals through the public news media for voluntary energy conservation may be terminated. (See Shift Supervisor desk procedure)

	2a
	Move from EECP Step 2 to Step 1 when:

· The system can maintain Adjusted Responsive Reserve equal to or greater than 2300 MWs AND
· All LaaRs have been  restoredor replaced with generation.



	2b
	Using the hotline, notify all QSEs of the reduction from EECP 

Step 2 to Step 1:

· Print the Hotline log

· Ensure the log has the date and time noted and forward it to the Shift Supervisor.

Typical script:
“ERCOT is moving from EECP Step 2 to Step 1.”

	2c
	Ensure the following steps are complete:

· EECP Step 2 to Step 1 is posted on the Emergency Notification System (ENS) short version – 32 characters
· EECP Step 2 to Step 1 is posted on the Market Information System (MIS)

	2d
	Recall  EILS. 
Maintain a minimum of 2300 MWs of Adjusted Responsive Reserve..

	2e
	Instruct the Transmission & Security Desk Operator to notify the Tos that EILS is being recalled.

	2f
	Update Southwest Power Pool Security Coordinator of ERCOT’s status.
Typical Script:

“ERCOT is canceling EECP Step 2.  This is equivalent to NERC EEA Step 2.  ERCOT is moving to EECP Step 1.  This is equivalent to NERC EEA Step 1.”

	1a
	Move from EECP Step 1 to Termination when:

· EILS resources have been recalled. AND

· All uncommitted units secured in EECP STEP 1 can be released to reduce generation, AND
· Emergency power from the DC Ties is no longer needed, AND
· Sufficient Regulation Service exist to control to 60 Hz.

	1b
	Using the hotline, notify all QSEs of the reduction from EECP 

Step 1 to termination:

· Print the Hotline log

· Ensure the log has the date and time noted and forward it to the Shift

Supervisor.

Typical script:
“ERCOT is terminating EECP. An Alert still remains in effect.”

	1c
	Ensure the following:

· EECP Step 1 termination is posted on the Emergency Notification System (ENS) short version – 32 characters
· EECP Step 1 termination is posted on the Market Information System (MIS

	1d
	Coordinate the termination of any Emergency Power schedules coming across the DC Ties supplied by the appropriate QSE.

	1e
	Update Southwest Power Pool Security Coordinator of ERCOT’s status.
Typical script:

“ERCOT is terminating EECP.  This is equivalent NERC EEA 0 (zero).”


	2.6.11          Use of LAARs to Arrest a Reportable Low Frequency Disturbance

	Step #
	Procedural Steps

	PURPOSE:
	To meet NERC Recovery Criteria after a potential NERC Reportable DCS Event:

	NOTES:
	NERC Recovery Criteria
Within 15 minutes ERCOT shall:
· Return system frequency to scheduled frequency if it was greater than or equal to scheduled frequency prior to the disturbance, OR
· Return system frequency to its pre-disturbance value if it is was less than scheduled frequency prior the disturbance.
A potential NERC Reportable DCS Event
· Single contingencies – one event characterized by the sudden, unanticipated loss of generation greater than or equal to 1083 MWs , OR

· Multiple contingencies – the loss of multiple units within one minute or less if the combined magnitude exceeds 1083 MWs. 

It is anticipated that the deployment of LAARs will occur in stages.

LAARs UFRs are set at 59.7 Hz.

If ERCOT declares an “Emergency Notice”, a text message may be sent as time permits so as not to impede system operations.

In order to control frequency, be prepared to issue a “Fleet Down” VDI once the system has recovered to its scheduled/pre-disturbance frequency value.

	1
	When a low frequency disturbance occurs due to a loss of generation, DETERMINE immediately, by calculating the loss of generation, if the event is potentially a NERC Reportable DCS Event. 

	2
	If a low frequency disturbance occurs, AND there is no indication of a generation loss, assume that a potential DCS event has occurred and SCADA communications has been lost.

· Determine the magnitude of the event by using the “ERCOT Interconnection Control Error” tag on the “ERCOT & QSE Summary Page” in PI.

· Take care to calculate the entire generation loss from the PI tag, not just the difference between zero and the lowest number.

Example:
If the “ERCOT Interconnection Control Error” pre-disturbance value is +150 MWs, and post disturbance value is -950MWs, then the total generation loss is 1100MWs.  This constitutes a NERC Reportable DCS Event.

	3
	If the “ERCOT Interconnection Control Error” post-disturbance value is greater than 950MWs, implement Step 5.

	4
	IF the event is not a NERC Reportable DCS Event, proceed with normal operation.

	5
	IF the event is a potentially NERC Reportable DCS Event and the Frequency is above 59.7 Hz,

· IMMEDIATELY issue a VDI using the hotline instructing QSEs to deploy ALL un-deployed LARRs and hydro generation that are bid to supply Responsive Reserve.
Mandatory Script:

“VDI # ____________

ERCOT has experienced a potential DCS Event and all QSEs are required to deploy any un-deployed LAARs and hydro supplying Responsive Reserve.”

Print Hotline Log, ensure printout has date and time, and forward to Shift Supervisor.

	6
	Complete the VDI form (Appendix 3) and process.

· Issued a Verbal Dispatch Instruction to – write in “All QSEs”

· Receiving entity’s operator – write in “All QSEs”

· The instruction was as follows:  “All QSEs are required to deploy any un-deployed LAARs and hydro supplying Responsive Reserve due to a potential DCS event.”

	7
	REQUEST that the Transmission & Security Desk notify the Transmission Operators that LAARs are being deployed due to NERC DCS Event.   

	NOTE:
	verify all RRS from resources is recalled prior to restoring LAARs providing RRS.

	8
	Restore LAARs incrementally as system conditions permit. 



	9
	REQUEST that the Transmission & Security Desk notify the Transmission Operators that LAARs are being restored.


	2.7.2     Managing and Documenting Daily Inadvertent and Payback East and North
             DC Tie

	Step #
	Procedural Steps

	OVERVIEW:
	Inadvertent Energy flows across the DC Ties need to be monitored frequently enough during the day to ensure that large inadvertent flows don’t accumulate.

	NOTE:
	Payback will only be scheduled when there is room on the tie.  Power schedules of market participants will supersede any inadvertent payback schedule. Payback Schedules are accomplished by the DC Tie Operator.  They will bias the tie and create inadvertent in the opposite direction.  This will reduce the inadvertent values.

	1
	Prior to the start of the Payback Schedule, call AEP and confirm the start time, hourly MW amount, and direction of the schedule. 





	2
	Periodically check the WebTrans system to ensure that the inadvertent values are decreasing.  IF they are not decreasing or are increasing AND there is room on the tie for the Payback Schedule to flow, call AEP to determine the reason.
WebTrans Reference Displays:

Daily Inadvertent.


	3
	Prior to the Payback Schedule stopping, call AEP and confirm the agreed upon stop time.



	
	

	
	






Appendix 4:  Telephone Hotline

	QSEs
	

	AEN
	Garland

	AEP Ohio
	IPAS

	ANP
	LCRA

	APX Equinix
	Merrill Lynch

	BEPC (Brazos)
	NRG

	British Petro
	Occidental Greenway

	BTU
	Reliant REPS

	Calpine
	Sempra

	Constellation
	STEC

	Coral
	SUEZ

	CPSB
	Tenaska

	Direct Energy
	Topaz

	Dynegy
	TXU

	Eagle
	Weststar

	Exelon
	XTend

	FP&L Juno Beach
	

	FULCRUM
	


	TOs
	

	AEN 
	Garland

	AEP 
	LCRA

	BEPC
	Magic Valley

	BPUB
	ONCOR

	BTU
	Rayburn

	Centerpoint
	STEC

	College Station
	TNMP

	CPSB
	

	Denton
	


Appendix 11 : Typical Monthly Satellite Bridge Testing 

	Conference Name
	Transmission Service Provider
	Call Connected? Yes   /   No 
	Operator from Transmission Service Provider making Call?
	Problems Identified?

	Black Start Day Ahead
	TXUED

AEP

GARLAND
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	Black Start Frequency Control
	BTU

CENTERPOINT
	
	
	
	

	
	
	
	
	
	

	Black Start Operating 

Period
	AEP

STEC

PUB
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	Black Start Transmission #2
	LCRA

AEN

TXUED

CPS
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