	

	



ERCOT Operations Bulletin 334

ERCOT has revised the Transmission and Security Desk sections of the Operating Procedure Manual.

This change updates:
Editorial Change (CN #465) – Section 2.5.10 – reworded bullet 9 under Step 1 and bullet 8 under Step 3 to reflect Operating Guide Section 4.4.1 ¶3.

2.1.2 and 2.1.3:  Updated position titles

Section 2.1.4 OOME – VDI Guidelines: Added note 2 and new Step 6.

2.1.5  New section

Section 2.2.10: Added note 1 & 3 and updated information in step 2; 3; 3.1 and 4.1.

3.2  Appendix 2: Updated position title

Appendix 3: Added bulleted statement in section 2 and note after section 2.

3.4 Appendix 4: Updated position title; Appendix 4.1: New section

A copy of the procedure is available at

http://www.ercot.com/mktrules/guides/procedures/index.html
	2.1.2  RTCA Congestion Management

	Step #
	Procedural Steps

	NOTE:
	The order of steps in this procedure is a recommendation.  The system operator will determine the sequence of steps, or any additional actions required to ensure system security.

Zonal Congestion Management Techniques are OC1s.  Deployment of Non-Spin may be used if approved by the Shift Supervisor.
Local Congestion Management Techniques consist of OC2s, unit specific dispatch instructions (OOME or VDIs), Remedial Action Plan (RAP), Pre-Contingency Action Plan (PCAP), Mitigation Plan (MP), and Temporary Outage Action Plans (TOAP).  TOAP guidelines are located in the Outage Notes.  Unit specific dispatch instructions may be determined by Shift Factors or studies, whichever the system operator deems most appropriate. 

	1
	VERIFY RTNET and RTCA processes are enabled.  If not, enable them.

	2
	Determine if RTCA has run within 20 minutes.

	3
	If RTCA has not run within 20 minutes, refer to “RTCA Call Out Procedure” in section 2.1.3.

	4
	If RTCA has run within 20 minutes, EXAMINE the RTCA contingency violations “Branch” summary, and ENSURE that no post contingency overloads greater than 100% of the emergency rating exist.  IF post-contingency overloads greater than 100% of the Emergency Rating exist, 

· ENSURE that no Special Protection Scheme (SPS), Remedial Action Plan (RAP), Pre-Contingency Action Plan (PCAP), Temporary Outage Action Plan (TOAP), or Mitigation Plan (MP) exists to alleviate the loading post contingency, AND 

· ENSURE the Pre-contingency value listed on the violation summary is reasonably accurate.

NOTE:  The electronic and hard copy for the RAPs, PCAPs, and MPs are to be considered current.  Should a conflict exist between the electronic and hard copy, the electronic version is to be used.
The electronic version is located at <\\cpwp004d\system operations\Remedial Action Plans> 

A hardcopy of the SPSs is maintained on the floor by the Operations Support Administrative Assistant.
TOAPs are located in the daily Outage Notes.

	5
	IF the pre-contingency value appears to be accurate and a SPS, RAP, PCAP, TOAP, or MP exists, refer to the respective procedure and operate accordingly.

	6
	IF the SCADA is of similar magnitude to the Pre-contingency value and no SPS, RAP, PCAP, TOAP, or MP exist, go to step 8.

	NOTE:
	When making any changes to the SCADA database, document the changes using the SCADA tagging function.  Refer to Addendum 1 for guidance.

	7
	IF the Pre-contingency value appears to be inaccurate, do NOT employ congestion management techniques.  

· Inform the Shift Supervisor and he/she will decide if an Operations Support Engineer should be called.

	8
	IF post contingency overloads greater than 100% exist without an SPS, RAP, PCAP, or a TOAP is in place to relieve, EMPLOY congestion management techniques to eliminate the post contingency overloading.

	9
	IF post contingency overloads greater than 100% of the “15-minute Rating” exist with a RAP in place to relieve, EMPLOY congestion management techniques to reduce the predicted post contingency loading to no more than 100% of the 15-minute rating.  

	10
	IF any RTCA results predict a Facility Rating will exceed post-contingency loading 125% or greater of the facility’s Emergency Rating for more than 30 minutes, as time permits, notify the on-call Operations Support Engineer.

If the system operator determines that the Pre-contingency value or system topology is incorrect, OR if a SPS, RAP, PCAP, TOAP, or MP exists, step 10 may be omitted.

	11
	If congestion management techniques fail to resolve congestion and the transmission system is beyond first contingency criteria, ISSUE an Alert per section 2.5.3.  

	12
	Periodically check Base Case violations.

	13
	If a Base Case violation exists in real time, EMPLOY congestion management techniques to relieve the overload.

	14
	Periodically check the “Contingency Solution Results” display.  If there are more than five (5) unsolved contingencies, run the State Estimator again.  If more than five (5) remain, as time permits, call the on-call State Estimator Support Engineer. 
If any unsolved (pink) contingencies exist for an extended period of time, as time permits, notify the on-call Operations Support Engineer.

· Contingencies that are known to remain unsolved, or have been reported before, should not be included in the five (5) mentioned unsolved contingencies.

	15
	IF a specific constraint is needed and does not exist, direct Operations Engineering to provide the constraint.


	2.1.3  RTCA Call Out Procedure

	Step #
	Procedural Steps

	NOTE:
	The groups named below are distinct and serve different functions in this procedure.

· Operations Planning Engineer  

· Operations Support Engineer

The order of steps in this procedure is a recommendation.  The system operator will determine the sequence of steps, or any additional actions, required to ensure system security.

	1
	During normal business hours, if RTCA has not solved within the last 20 minutes, examine the branch violations by clicking the Branch button in the “Alarm and Violation” section on the left-hand side of the screen.  

If no unreasonable violations exist, then examine the contingency violations by selecting “Show Violations” in the section under Contingency Analysis at the bottom of the screen.

If, after trying all the checks RTCA still has not solved, ask the Shift Supervisor to notify the on-call State Estimator Support Engineer and request that RTCA be restored to operation as soon as possible.

	2
	If RTCA has NOT solved within the last four hours, OR if the State Estimator Support Engineer informs the system operator that RTCA cannot be repaired within a reasonable amount of time, NOTIFY the Shift Supervisor to contact the on-call Operations Support Engineer.  REQUEST local limits to use in place of RTCA, UNLESS a set of backup limits have been previously provided.

	3
	During after hour and weekend/holiday operations, IF RTCA has not solved within the last 20 minutes, INVESTIGATE why by using the list of State Estimator Checks outlined in Appendix 8.

	4
	If, after trying all the checks RTCA still has not solved, ask the Shift Supervisor to notify the on-call State Estimator Support Engineer and request that RTCA be restored to operation as soon as possible.

	5
	If RTCA has not solved within the last four hours, OR if the State Estimator Support Engineer informs the system operator that RTCA cannot be repaired within a reasonable amount of time:  CALL the on-call Operations Support Engineer and REQUEST local limits to use in place of RTCA, UNLESS a set of backup limits have been previously provided.


	2.1.4  OOME – VDI Guidelines

	Step #
	Procedural Steps

	NOTE:
	The order of steps in this procedure is a recommendation.  The system operator will determine the sequence of steps, or any additional actions necessary to ensure system security.

	NOTE:
	When instructing wind generation to move down, issue VDI’s only, do not use the OOM tool.

	1
	If an OOME Dispatch instruction will result in the unit being dispatched off-line (i.e., less than the minimum operating limit for that resource), then:

· The duration of the OOME Dispatch instruction should end at the next scheduled off-line time according to the Resource Plan, OR the end of the operating day, whichever is shortest.

· If the QSE representing the resource expresses a need for that resource to be returned on-line, and there is no negative impact on system reliability, then issue a VDI to the QSE to disregard the OOME instruction for the appropriate intervals.

	2
	When system conditions require one CT of a Combined Cycle Plant to be OOMEd off line, use the following steps: 

· Contact the QSE and determine which CT should receive the OOME

· Obtain from the QSE the MW output impact the CT’s OOME will have on        

  the steam unit.

· OOME the required CT off line

· Send an OOME equal to the amount the steam unit will produce when the  

       CT is shut down.  The intervals for both OOMEs should be the same.

	3
	When issuing a unit specific dispatch instruction(s) to a plant to change the output, but where all units will remain on line:

· Determine what the net plant output should be.

· Determine the unit(s) and MW amount per unit to be dispatched.

· Send the dispatch instruction.

	4
	When a QSE receives a dispatch instruction that will prevent them from performing their Ancillary Service obligation, the system operator may choose to exercise one of the two following options:

· Upon a QSE’s request, issue a VDI to relieve the QSE from their Ancillary obligation.  Should system conditions warrant, a second market may be necessary to procure additional Ancillary Services. Inform the Shift Supervisor that it may be necessary to open a second market.

· Release the QSE from the dispatch instruction so they can come back into compliance.  In this case, an element may exceed first contingency criteria.


	5
	When a TO informs ERCOT of an SPS activation and the SPS activation de-rates a resource or takes a resource off line, issue a VDI to the affected QSE.

· Record the generation level immediately after the duration.

· Only list the beginning of the interval, the ending interval is not necessary.

· If the resource is a DC tie, include the name and zone of the tie.
· Record the time the SPS was cleared.

	6
	If issuing an OOME instruction on quick-start CTs that are showing “On” and “Plan MW” = 0, follow up with an OOMC VDI for settlements.

	7
	As time permits, forward the VDI to the Shift Supervisor.


	2.1.5 RTCAM Congestion Management

	Step #
	Procedural Steps

	NOTE:
	The order of steps in this procedure is a recommendation.  The system operator will determine the sequence of steps, or any additional actions required to ensure system security.

	1
	VERIFY SFT is enabled in the MOI.

· This can be determined by making sure that the check box next to “Run SFT for Real-Time Markets” on the Real-Time Balancing Market display is checked.  If it is not checked, then check it.

	2
	DETERMINE if RTNET and RTCA has solved within 20 minutes.

	3
	If RTNET and RTCA have not solved within 20 minutes, refer to the “RTCA Call Out Procedure” in Section 2.1.3

	4
	DETERMINE if RTNET has solved with a solution status of “VALID SOLUTION – NO SFT CASE.”

· If RTNET has this solution, notify the State Estimator On-Call Engineer.

	5
	If RTCA has solved within 20 minutes, EXAMINE the RTCAM Branch Violations and Operating Constraints List.

	6
	EXAMINE the constraints with the “Active” check box filled in.

· VERIFY that an OC3 is created for all overloaded active constraints in the MOI by selecting the “constraint” tab from the “Real-Time Balancing Market” screen in the MOI.  In the Type column, sort descending.  All OC3s will be sorted to the top of the page.

· If an overloaded constraint is active in RTCAM, but the corresponding OC3 is missing from the MOI, LOWER the value in the “% Rating” column in RTCAM to tighten the constraint until the OC3 appears in the MOI.
· If an OC3 is active in the MOI, but the corresponding constraint in RTCAM is well below the monitored rating, INCREASE the value in the “% Rating” column in RTCAM to loosen the constraint.

	7
	To activate a constraint, check the “Active” check box next to the constraint to be activated.  The text in this row of data will change to red and it will be immediately sorted to the top of the display.

	8
	To deactivate a constraint, uncheck the “Active” check box next to the constraint.  Uncheck the “Retain” check box as well, if desired.  Leaving the “Retain” box checked will only cause the constraint to remain on the Operating Constraints List display when an overload is not occurring.

	9
	To acknowledge constraints that are determined to be erroneous or are already accounted for, check the check box in the “Ack.” column.  This will sort the constraint to the bottom of the display.

	10
	Special Protection Schemes (SPS), Remedial Action Plans (RAP), and Pre-Contingency Action Plan (PCAP) analysis

· EXAMINE the results in RTCAM for RAP or SPS activation, using the “SPS” and “RAP” columns on the Operating Constraints List display.

· If “SPS” and/or “RAP” is checked, EXAMINE the color of the background.  Refer to Appendix 4.1 for actions to be taken based on the color of the background.

· ADJUST initial “% Rating” higher if activating a constraint for a post-RAP/SPS overload if needed.  This is because RTCAM/SFT can not model RAP/SPS when generating OC3 constraints so they tend to over-constrain at 100 % of rating.

NOTE:  The electronic and hard copy for the RAPs, PCAPs, and MPs are to be considered current.  Should a conflict exist between the electronic and hard copy, the electronic version is to be used.  The electronic version is located at <\\cpwp004d\system operations\Remedial Action Plans>


	2.2.10
Managing the Wind Powered Generation Resources (WPGR) in the McCamey Area

	Step #
	Procedural Steps

	NOTE:
	The Rapid Response Wind Farms (RRWF) are designated as such under the Wind Unit Limitations located at the following link.  All other units on the list are Slow Response Wind Farms (SRWF):
https://tcr.ercot.com/default.cfm?func=tcrpostings

	NOTE:
	In real time operations, “Total Transmission Capacity” and “Maximum output allowed by system conditions” refers to RTCA or RTNET study results.

Slow Response Wind Farms can respond to ERCOT Dispatch Instructions no more often than one instruction per three consecutive hours.
The order of steps in this procedure is a recommendation.  The system operator will determine the sequence of steps, or any additional actions necessary to ensure system security.

McCamey area wind generation will use VDIs to set initial wind limits prior to the operating day.

	NOTE:
	When instructing wind generation to move down, issue VDI’s only, do not use the OOM tool.

	1
	Use the wind limits from the “Transmission Limits to be Monitored” sheet developed by the Operations Engineers on the VDIs.

	2
	If the Total Transmission Capacity in the McCamey area is greater than the total amount of ”Wind Unit Limits” (located on the Transmission Linits to be Monitored sheet) allocated to Slow Response Wind Farms (SRWF) and Rapid Response Wind Farms (RRWF), THEN RRWF may be issued instructions to operate at the maximum output allowed by system conditions.

	3
	If the Total Transmission Capacity in the McCamey area is less than the total amount of “Wind Unit Limits” allocated to both SRWF and RRWF, THEN:

3.1 Instruct the RRWFs to reduce output such that the congestion is relieved.   

This instruction should be for one (1) hour duration (constitutes 4 consecutive 15-minute intervals).

3.2 Instruct each SRWF to reduce its output by 10 Mw for a minimum of three 
      hours.  The reduction is to commence one hour after the RRWF instruction is  

      issued.

3.3 After each SRWF has reduced its output by 10 MW, and system conditions 
      permit, the RRWF dispatch instruction can be released.

	4
	At least three hours after performing Step 3.2 above, and if system conditions permit, perform step 4.1, otherwise perform 4.2

4.1 Resume operation up to an output level that will allow RRWF to operate at or above their “Wind Unit Limits” ownership levels.

OR

4.2 Dispatch both SRWF and RRWF to levels that will allow them both to operate to the maximum allowed based on capacity-ratio-share.


	2.5.10
Block Load Transfer

	Step #
	Procedural Steps

	NOTE:
	The necessary Market Participant agreements, metering, and ERCOT settlement systems are to be in place prior to implementation of any BLT.

	NOTE:
	Conditions for BLT Implementation:

From Non-ERCOT Control Area into ERCOT

· When Non-ERCOT Control Area experiences certain transmission contingencies or short supply conditions.

· Under specific Dispatch Instruction from ERCOT.

From ERCOT to Non-ERCOT Control Area

· Under Alert or EECP

· Under specific Dispatch Instruction from ERCOT and permission of the affected Non-ERCOT Control Area.

	1
	If an ERCOT TO becomes involved in a Block Load Transfer (BLT) from a Non-ERCOT Control Area into ERCOT, execute the following:

· Verify that the load being picked-up by ERCOT is a registered Load Serving Entity (LSE) with ERCOT (treated as a load in the ERCOT settlement system).

· Verify LSE/QSE affiliation has been executed.

· TDSP/TO associated with the BLT Point is responsible for the creation and maintenance of ESI ID.

· The QSE of the LSE assigned to the ESI ID associated with the BLT Point will include that load in its balanced schedules.

· Determine with the T.O. an estimated time it will take to transfer the load.

· Determine the amount of load being transferred into ERCOT.

· Consult with the Operation Engineering Support to ensure system security has been addressed.

· Notify the Manager, System Operations that a BLT has been initiated.

· To enhance the communications ERCOT may request that a conference call be implemented at the appropriate time between ERCOT, the TO and the Non-ERCOT Control Area.
· If the TO requests a VDI, issue a VDI to the TO.

For verification information, refer to the Shift Supervisors procedure book (Registered BLTs tab) for a current list of registered BLTs.

	2
	Congestion management issues that arise from switching variations due to BLTs will be handled per ERCOT’s congestion management procedures.

	3
	If an ERCOT TO becomes involved in a Block Load Transfer (BLT) from ERCOT to a Non-ERCOT Control Area, execute the following:

· Verify that the QSE of the Resource associated with the BLT includes that Resource in its Resource Plan (treated as a Resource in the ERCOT settlement system and will be established as a pseudo generation facility).

· Verify the creation of an ERCOT registered Resource Entity.

· Verify Resource Entity/QSE affiliation has been executed.

· Verify a BLT Registration form has been completed.

· Verify metering design documentation has been provided to ERCOT.

· Determine the amount of load being transferred out of ERCOT.

·  Notify the Manager, System Operations that a BLT has been initiated.

· To enhance the communications ERCOT may request that a conference call be implemented at the appropriate time between ERCOT, the TO and the Non-ERCOT Control Area.
For verification information, refer to the Shift Supervisors procedure book (Registered BLTs tab) for a current list of registered BLTs.

	4
	Once it has been determined which QSE will supply the power, issue a VDI to the requesting QSE (Any energy delivered under such a Dispatch Instruction shall be treated as an OOME Dispatch Instruction to the QSE).

	5
	BLTs to or from ERCOT may be curtailed or terminated in order to maintain the reliability of the supporting system.  Discuss with TO the process and time it will take to separate the connection if a reliability issue arises.


· 3.2
Appendix 2:  Contingency Analysis Using a Powerflow Base Case – Typical

The following steps are recommended for performing a contingency analysis:

Basic process for using a RTNET (SE) solved case in STNET and STCA

· In STNET, select Stop Process

· Go to Data Retrieval, select “Savecase Directory”

· Go to Case Type STNET, retrieve the file OPS_MMDDYY_RTNET_ZZZZZZZZZZ
· Once this savecase has been retrieved, click on the Done button on the Data Retrieval 
pop-up menu.

· The above steps do not need to be repeated as long as no other studies are loaded into this clone.  You can do the following set of steps again and again throughout the day

· In STNET, start the process

· Go to Data Retrieval again, select Network Copy

· In Copy Options, verify that the “Copy Clone of Database” field is set to NETMOM, “from Application” field is set to RTNET, and “of Family” field is set to EMS (these fields will only have to be entered once).  If not, change the fields accordingly.

· Select COPY (This copies the SE Network Model directly into STNET)

· Click the Done button.

· Close the Data Retrieval pop up menu by clicking the Done button.

· When the “Solution State:” message says, “Completed Database Copy,” click on “Run Solution Sequence” to solve the power flow.

If the solution is valid check and clear any Base overloads then run STCA.

If the powers flow solution is not Valid (Max Iteration or Diverge), go to Powerflow Solution Iteration and determine units that are not converging in the MVAR column on the right side of the display.  Go to that unit and turn off unit AVR and run a power flow again.

If the solution is still not valid, use the last valid saved case.  Describe the problem to the State Estimator Support Engineer via email along with a saved STNET type case.

If the STCA solution results indicate that the SPS code has not executed in CA, verify that STNET is set up to process SPSs.  To verify that STNET is set up to process SPSs, under Analyst Displays, go to “Network Application Configuration.”  The button to the right of the word “SPS” should be pressed in (tan-colored) as indicated in the picture below:

· Appendix 3:  Conducting Security Analysis
NOTE:  Ensure that the OPF AND STCA Buttons are gray and only the PWRFLOW button is depressed (brown).  You must run a successful Power flow before doing Security/Contingency Analysis.

Load a Basecase (This gives you a starting topology to insert a generation plan, dynamic ratings, outages, and load against)

· Select EMP Applications pull down – Network Study Applications – Study Network Analysis

· Make sure “Start Process” button is red lettered (select stop if necessary)

· Select “Data Retrieval” button

· Select “Save case Directory” button

· From the “SAVECASE DIRECTORY” screen find the “Most Current” save case 

· Scroll down to the STNET Area, the “Most Current” Case will have several “x’s” following it. Example: OPS_01_01_06_XXXXXXXXXX. 
· Move the curser over the case you would like to retrieve. 
· Right Click for savecase options. 
· Select “retrieve” and acknowledge pop-up 

· Return to the “Network Study” Screen 
· Wait for a dialogue box to tell you that the case has been successfully retrieved – click OK

· Select the “Start Process” button – it should be white when you are through

Generation Plan, Copy Dynamic Ratings, Load Current Hour Outages and Load Forecast for Desired Hour

· Select EMP Applications pull down – Network Study Applications – Study Network Analysis

· Type in date and time for desired time in the “Time of Study” field (if you insert a minus sign “-” the current date and time will be inserted)

· Click on “Stop Process”

· Go to EMP Applications—Model Data Transfer

· If prior to 1600, Select From Source to be “SE Solution” , otherwise select “Market Database”

· Select To Destination to be “Study Network”

· Verify “Remove Units that are not in the source” button is NOT depressed (Tan)

· Click “Copy Gen Plan” Wait for a dialogue box to tell copy is complete

· Return to the “Network Study” Screen
· Turn on GTs that are off-line, have a 30 minute or less lead time, and have their Non-Spin flag checked (Effective date June 12, 2007)
· Click on “Start Process”

· Ensure “Copy Dynamic Ratings” button is depressed

· It may be desirable to run Powerflow at this time to ensure a valid starting point.

· Ensure “Enable Outage Scheduler Interface” button is depressed

· It is only necessary to import “Dynamic Ratings” and “Outage Scheduler” during the first run, then you may turn them back off (Grey)     

· Select “Run Solution Sequence” button. You should get a “Valid Solution” message in the “Process Status” field.
NOTE:  Turning on GTs that are off-line and have their Non-Spin flag checked, will make the study assumptions equivalent to the RPRS study assumptions.  The effects of the GTs on congestion in particular areas can be analyzed by running one study with the GTs and one without the GTs.  The off-line GTs can be utilized in real-time to resolve local congestion that is in close proximity.  These units will require an OOMC instruction in order to bring them on-line to resolve local congestion.  (Effective date June 12, 2007)
You have now loaded a Generation Plan, Outages and a Load Forecast for the hour you selected.

Under Related Displays go to Network Base Case Violations-- Branch Violations poke point to see where problems exist.

General Notes on Other Messages in the “Process Status” Field

NOTE:  Initially get help as needed from support personnel.  Experience is the best teacher.  As expertise is developed using this tool to “manipulate” and “massage” the power flow model will increase its accuracy.

· Case Diverged – Check outages, genplans, load forecasts and generation patterns against real-time flows (Under Analyst Displays Network Components check Unit Bus and Load Summaries)

· Maximum Iterations – Under Related Displays Power flow Solution Iterations – 

This will identify substations with problems.  Usually, it’s voltage problems.  Check the station for high/low voltages.  Survey the grid to see where generation adjustments can be made or restore/remove capacitors and reactors as necessary.

Make additional changes to your case if needed before running Contingency Analysis

(This may be necessary in the case of forced outages that are not in the OS.  It’s a good idea to “turn-off” the Outage Scheduler at this point.  With the Outage Scheduler “on,” anytime you solve the case, any outage not scheduled will be restored.  You can also adjust generation) 

NOTE:  If you don’t have any additional changes to make, skip this step and go to ‘Evaluate Contingency Analysis Result’ section.

· Select EMP Applications pull down – Network Study Applications – Study Network Analysis.

· Make any additional changes to base case by selecting the Related Displays pull down – Network Components.

· Under Network Components –  Network Bus Summary is useful for removing lines

· Network Breaker Summary is useful for changing breaker status

· Network Load Summary can be used to move load and change flows

· Complete necessary changes.

· Appendix 4:  Contingency Solution Results

On the “Contingency Solution Results” display, there is a legend that briefly describes what the various colors mean for the contingencies listed below it.  This section provides greater detail on these colors, and indicates what actions, if any, should be taken by the Transmission & Security Desk Operator.
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Unsolved (Pink)

· Unsolved contingencies are those which the CA software is unable to reach a stable solution.  This may indicate that a given contingency will cause a voltage collapse should the contingency occur.  If a large number of contingencies (i.e. 10+) show up unsolved in a study, it is possible that a problem in the model exists.  Referring to section 2.1.2, step 14, if more than five (5) unsolved contingencies show up in RTCA, contact the State Estimator Support Engineer.

With SPS Unsolved (Orange)

· The contingencies colored in Orange solve on their own, but an SPS or RAP has been triggered.  Processing of the SPS or RAP results in an unsolved solution.  This may indicate that the given SPS or RAP will cause a voltage collapse, should the SPS or RAP action be taken post-contingency.  If a contingency is Orange due to an SPS action, notify the On-Call Operations Support Engineer.  If it is Orange due to a RAP action, take Congestion Management actions as needed to relieve the overloaded element on the Contingency Violations display.

Partially Solved (Red)

· Partially Solved contingencies are those that result in two or more solved islands in the system post-contingency.  No action needs to be taken, unless several contingencies (i.e. 10+) are Red.  If this happens, notify the On-Call Operations Support Engineer.

With SPS (Salmon)

· The contingencies colored in Salmon solve on their own, but an SPS or RAP has been triggered.  The post-SPS or post-RAP solution is also solved.  No action needs to be taken for Salmon colored contingencies.

Appendix 4.1:  Contingency Analysis Results for RAPs and SPSs

On the Contingency Branch Violations display in RTCA and STCA as well as the Operating Constraints List in RTCAM, there is a legend that briefly describes what the various colors mean for these displays when an SPS or RAP is triggered in the analysis.  This section provides greater detail on these colors, and indicates what actions, if any, should be taken by the Transmission and Security Desk Operator.

RTCA and STCA Legend
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RTCAM Legend
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CA unsolved with SPS or RAP (Pre-SPS or RAP Violation) (Orange)

· This color means that after processing a triggered RAP or an SPS, the contingency has gone unsolved.  This may indicate that the given SPS or RAP will cause a voltage collapse, should the SPS or RAP action be taken post-contingency.  If a constraint is Orange due to an SPS action, notify the On-Call Operations Support Engineer.  If it is Orange due to a RAP action, take Congestion Management actions as needed, controlling to 100 % of the Emergency (2-hour) Rating.

Violation with SPS (Salmon)

· This color means that after processing a triggered SPS, violations still exist.  In this case, take Congestion Management actions as needed, controlling to 100 % of the Emergency (2-hour) Rating.

Violation with RAP (Yellow)

· This color means that after processing a triggered RAP, violations exist, or new violations are caused by the RAP.  In this case, take Congestion Management actions as needed, controlling to 100 % of the Emergency (2-hour) Rating.

Pre-RAP Violation (Green)

This color means that after processing a triggered RAP, the violation is cleared.  In this case, take Congestion Management actions as needed, controlling to 100 % of the Load Shed (15-minute)Rating.

	


· This color means that after processing a triggered RAP, the violation is cleared.  In this case take Congestion Management actions as needed, controlling to 100% of the Load Shed (15-minute) Rating.
























