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ERCOT has revised the Shift Supervisor section of the Operating Procedure Manual.

A copy of the procedure is available at: http://www.ercot.com/mktrules/guides/procedures/index.html
To maintain the integrity of the numbering scheme, the entire procedure is included in this bulletin.
The following are most of the changes made. Several editorial changes are disbursed throughout the procedure.

Section 1.3.2 – Changed Security Authority to Regional Reliability Coordinator

Section 1.3.3 – Added System Security Response Group, added new reasons for conference call

Section 1.3.4 – Added System Security Response Group, added scripts for Hot line calls and quarterly test

Section 2.1.2 – Updated Protocol reference and changed NDC to Net Dependable Capability

Section 2.1.10 – Changed NERC Policy 2 to NERC Standard TOP-004-0

Section 2.2.7 -- Number and Format change

Section 2.2.8 -- Editing out extra spaces 

Section 2.2.11 – updated information in last NOTE

Section 2.2.12 – added bullet to step 1, added step 4

Section 2.2.14 – Deleted steps after step 2

Section 2.2.15 -- new section

Section 2.5.2 -- Removed

Section 2.5.4 – Changed CSO to Manager, System Operations

Section 2.8.2 – Changed Portal Group to Web Services Production Support Group

Section 2.9 – Added “Verbally”

Section 2.9.6 – Deleted Step 6, edited step 3

Section 2.12.3  -- Removed

General – editorial changes of various kinds
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1. 
Introduction

1.1 Purpose

This Manual provides the ERCOT Shift Supervisor with the information to assist in addressing technical and operational issues, disturbances, disputes, system performance and reports.  This procedure guides the ERCOT Shift Supervisor in addressing responsibilities to supervise system operators working on each of the desks in the control room:  Day-Ahead, Operating Period, Transmission & Security, and Frequency Control Desks.  

This procedure also instructs ERCOT Shift Supervisor performance on a number of position-specific tasks of his/her own. 
1.2 Scope

This procedure governs tasks assigned to the ERCOT Shift Supervisor.  These include oversight of control room operations, personnel, and ERCOT response on grid issues.  It also includes specific guidance on processing dispatching complaints, creating and reviewing NERC reports, and assessing QSE performance in relation to the provision of ancillary services.

1.3 Roles/Responsibilities

1.3.1 
ERCOT Shift Supervisor

ERCOT Shift Supervisor


The Shift Supervisor is responsible for carrying out the procedures contained in this manual and the supervision of all the Control Centers’ positions.

The Shift Supervisor’s primary responsibility will be to provide support to the System Operators in their daily tasks on each of the four system operations desks.  The Shift Supervisor is expected to understand the processes and procedures behind the Control Center in order to coordinate the efforts of the different desks and improve the quality of output produced each day by the System Operators.  Therefore, the Shift Supervisor will be responsible for understanding the roles, duties, and tasks performed at each of the system operations’ desks. 

For more information on these roles, duties, and tasks, please reference the Operating Procedure Manuals for each of the Systems Operator Desks:

· Day-Ahead Desk

· Operating Period Desk

· Transmission and Security Desk 

· Frequency Control Desk

1.3.2 ERCOT System Operator Responsibility and Authority


The System Operator (SO) shall, in accordance with the ERCOT Protocols and Operating Guides, maintain continuous surveillance of the status of operating conditions and conduct Control Area and market operations for the ERCOT Control Area.

The SO on duty is, in accordance with the ERCOT Protocols and Operating Guides, the designated Control Area Authority (CAO) and Regional Reliability Coordinator and shall request and receive information required to continually monitor the operating conditions of ERCOT and request that individual Market Participants (MPs) make changes, which will assure security and reliability of the ERCOT system.


The SO shall, on an ERCOT-wide basis, coordinate the ERCOT System Restoration (Black Start) Plan.  The SO shall implement the Black Start Plan and shall direct the reconnection efforts of the islands, established by restoration activities.  The SO shall coordinate the mutual assistance activities of the ERCOT participants during system restoration activities.

The SO shall review the ERCOT Daily Operations Plan (DOP) and calculate and post the Allocated Responsive Reserve and other Ancillary Services Obligations.  The SO shall ensure compliance with the ERCOT Protocols and Operating Guides and identified transfer limits.  The SO receives all specified notifications for the MPs with regard to energy transactions (Balanced Schedules), AGC control modes, routine adjustments, and equipment limitations or outages.

The SO processes all Balanced Schedules and Resource Plans. The SO performs security analyses on a Day Ahead and real-time basis and ensures all Forced Outages are entered into the Outage Scheduler. The SO shall obtain or arrange to provide Emergency Assistance over the DC Tie(s) on behalf of ERCOT.

The SO shall issue appropriate advisories and alerts, emergency notices, and coordinate the reduction or cancellation of clearances, redispatch generations, and request, order, or take other action(s) that the SO determines is necessary to maintain safe and reliable operating conditions on the ERCOT system in accordance with ERCOT Protocols and Operating Guides.
· The SO will implement and terminate ERCOT Time Corrections.
· The SO will determine the need for and implement the operation of a Qualified Scheduling Entity (QSE) on Constant Frequency Control for loss of ERCOT’s frequency control system.

· In the case of any system operating procedure or guideline that calls for the SO to make prior notification to or obtain approval from management, if the SO is unable to reach management, or determines that there isn’t enough time to do so, then the SO shall use judgment in taking required action and then notify management as soon as practicable thereafter.

1.3.3 ERCOT Hot line Conference Call Instructions (to trigger SSRG calls)
ERCOT will initiate a hot line conference call with Qualified Scheduling Entities (QSEs) and Transmission Operators (TOs) using the ERCOT conference bridge for the following reasons: 
· The Manager, System Operations, or designee, will provide an SSRG conference call number, and the associated date and time of the SSRG conference call, to the Shift Supervisor.  
· The Shift Supervisor is responsible for notifying all QSEs and TOs via a hotline call and requesting that they notify their SSRG designee of the scheduled SSRG conference call, and providing them the information needed to participate.

·  
· 
· 
Threats and emergencies can be classified as, but are not limited to, the following four SSRG event-types:
:
1.   Internal to ERCOT: 
a.  Physical Security: 

Verifiable attacks or sabotage, or threats of attacks or sabotage, that could jeopardize the operation of physical equipment within the electrical boundaries of the ERCOT grid or in  neighboring control areas that have a direct affect on the reliability of the ERCOT grid.  This could be, but is not limited to, generation equipment, transmission equipment, and communication equipment.

b.  Cyber Security:

Verifiable loss of control of the ERCOT EMS or MMS that is identified by EMMS Production Support as an actual or probable act of sabotage or the loss of control by any of the market participants EMS Systems that is reported to ERCOT as an act of sabotage. 

2.   External to ERCOT:

      a.  Physical Security:

Verifiable attacks or sabotage, or threats of attacks or sabotage that could jeopardize the operation of physical equipment in any electrical sector outside of the boundaries of ERCOT.

b.  Cyber Security:

Verifiable loss of control over the EMS System of any participant in the electrical sector outside of the boundaries of ERCOT that is identified as an actual or probable act of sabotage.  
3.   Pandemic 
4. Other unforeseen business continuity events (not to include grid instability)

When there is a change in the Threatcon Level or other emergency events occur and an SSRG conference call is required the Shift Supervisor will: 


Notify the ERCOT Manager, System Operations or designee.

Notify the ERCOT Director, Security and Facilities or designee.


See Phone Book on Shift Supervisors Desk for contact information.

The SSRG conference call may be used for System Security Response Group Notifications and as warranted by the Manager, System Operations.

· when there is a change in the Threatcon Level as identified on the Electric Sector Information Sharing and Analysis Center (ESISAC) website, www.esisac.com;

· to disseminate information and develop plans related to system emergencies and business continuity threats, 
· to conduct a quarterly test with the minimum objective of reviewing and updating the contact list. (test to be conducted in February, May, August and November) (see Section 1.3.4, Step 5)


The conference bridge will acknowledge each participant’s entry and departure from the conference call automatically.

Instructions on how to utilize the conference bridge:

The Manager, System Operations, or designee, will chair the conference call by dialing ext. xxxx or xxxxxxxxxx.  This is an internal use only number; do not give it to the participants.  All other participants will dial (512) 225-7220.  Participants will be prompted to state their name when entering the bridge and ERCOT will be notified when they enter/depart.  There are 32 ports available 24/7 for System Operations.

	1.3.4 System Security Response Group(SSRG) Conference Call

	Step #
	Procedural Steps

	NOTE:
	The Shift Supervisor may designate one or more ERCOT System Operators to perform all steps except chairing the conference call.

	NOTE:
	Hot line call should allow time for all SSRG (System Security Response Group) members to be notified and participate in the SSRG conference call.

	
	CAUTION

Calls must be made first to QSE’s then to TOs.  Due to ERCOT’s conference bridge capability, QSEs and TOs must call in to SSRG conference calls at separate times.

	1
	Using the Hotline:

a. Notify QSEs of the SSRG conference call.

b. Provide the time and phone number for the SSRG conference call.

c. Request they notify their SSRG representative of the SSRG conference call.
Typical Script: “This is <Shift Supervisor or System Operator’s name> at ERCOT. There will be an SSRG conference call at <time>. The topic will be <physical security, cyber security, pandemic or other topic>. Please notify your SSRG representative immediately. The conference call number is (512) 225-7220.”

	2
	Using the Hotline:

a. Notify Transmission Operators of the conference call.

b. Provide the time and phone number for the conference call.

c. Request they notify their SSRG representative of the conference call.
Typical Script: “This is <Shift Supervisor or System Operator’s name> at ERCOT. There will be an SSRG conference call at <time>. The topic will be <physical security, cyber security, pandemic or other topic>. Please notify your SSRG representative immediately. The conference call number is (512) 225-7220.”

	
	

	3
	After each SSRG conference call with both QSEs and TOs SSRGs:
· Call QSEs and TOs using the Hotline and announce the new Threat Level or other pertinent information.

· 
EXAMPLE:

“ERCOT is going to Threat Level Orange.”
EXAMPLE issuing a modified Threat Level:

“ERCOT is modifying Threat Level Orange due to pandemic threat..”

	4
	Typical script for quarterly test and membership update:

“This is <Shift Supervisor or System Operator’s name> at ERCOT. There will be an SSRG conference call at <time>. This is the quarterly SSRG test and membership update. Please notify your SSRG representative immediately. The conference call number is (512) 225-7220.”

	5
	Log actions taken.


1.4 Shift Supervisor Desk Duty and Task List

Review the annotated Daily Outage Notes, List of Security Requirements, and written & verbal comments on the Transmission & Security desk.

On day shift, verify that the units required by the annotated Daily Outage Notes and security requirements are online.

During night shift, confirm that the resource plan is regularly reviewed to be certain security requirements are met.

2. Control Center Supervision Duties 

2.1 Providing Technical & Operational Support

The Shift Supervisor is responsible for ensuring operations in compliance with ERCOT Protocols, Operating Guides, and Operating Procedures.  The Shift Supervisor must have a very good understanding of the ERCOT Protocols and Operating Guides.

The Shift Supervisor may consult with the ERCOT Operations Support, Operations Planning, Market Operations, or any resource he deems necessary to resolve and clarify market related issues.  He/She will assist the System Operators in resolving market issues.

The Shift Supervisor also monitors and ensures that adequate coordination between the ERCOT Control Center and neighboring Control Areas is maintained.  To this effect the Shift Supervisor monitors the communications and coordination between the Assigned Operator and neighboring Control Areas when use of the DC-ties is required.

The Shift Supervisor is responsible for performing or delegating performance of NERC tagging and interchange scheduling functions.  

The Shift Supervisor has the authority to coordinate additional support to assist during emergencies, system and weather related disturbances, and high demand periods as deemed necessary.  Support may be required from Operations Planning, Market Operations, Outage Coordinators, and System Operators assigned to the Backup Control Center.  The Shift Supervisor also has the authority to assign temporary duties to this additional support staff.

Finally, other Shift Supervisor duties may require the on-shift Shift Supervisor to leave the Control Center from time to time.  On these occasions, the Shift Supervisor may delegate his duties to another system operator on a temporary basis.  The Shift Supervisor shall remain in contact and accessible to the control center via available communication means.

	2.1.1 Ancillary Service Requirements

	Step #
	Procedural Steps

	1
	Ensure the Ancillary Service Requirement and Load Forecast is posted prior to 0600.

	2
	Verify that the Replacement Market is opened by 0600.




	2.1.2 ERCOT Procedure for Unit Testing

	Step #
	Procedural Steps

	NOTE:
	ERCOT will make every reasonable effort to accommodate testing, including constraining other resources prior to requesting the testing unit to halt their test.

The specific protocol allowing such treatment is section 5.4.3:
(1) All Dispatch Instructions to Resources – whether for dispatch of Ancillary Services, System Emergencies or any other reason – shall be directed to the QSE responsible for the affected Resource.  ERCOT shall refrain from issuing dispatch instructions to generation units and other Resources undergoing testing with the exception of:

a. Dispatch instructions that are a part of the testing; or

b. During conditions when the generating unit is the only alternative for solving a transmission constraint; or
c. During Force Majeure Events that threaten the reliability of the system. 

This procedure includes the Net Dependable Capacity (NDC) on wind generation.  ERCOT will make every reasonable effort to accommodate testing.

	1
	QSEs desiring test accommodation(s) shall make the request via e-mail to shiftsupv@ercot.com or fax to (512) 248-6858, using the form/affidavit as shown in “Attachment A:  Request for Unit Testing,” (located in the Appendices).

QSEs may also make testing arrangement through the Operations Planning Engineer.   

	2
	The Shift Supervisor will approve and monitor all testing.

	3
	Accommodation shall include:

· Removing the unit from the MCE by placing it in the Test mode in the MOI.

· The following reasons are acceptable to place a unit in Test mode.

· New unit startup

· Post Outage startup (Forced or Planned)

· Seasonal testing as required by ERCOT.  This includes Generation Capacity Testing requirements and Ancillary qualifications as well.

· OOME other units to control local congestion in place of the testing unit.

	4
	If ERCOT is incapable of maintaining system security without deployment of the testing unit, ERCOT will direct that the test be canceled and the unit deployed as needed.  This includes Net Dependable Capability (NDC) on wind generation.

	
	

	5
	ERCOT will reply with one of the following responses (either step 6 or step 7).  If the testing is approved, direct the Transmission and Security/Frequency Control Desk Operator(s) to enter the information regarding the testing of this resource into the MOI.

	6
	If ERCOT believes that it can accommodate the request, it will respond via e-mail or fax as follows:


ERCOT recognizes the need of ___________ to test its unit on _________ and 

                                                                  (company name)                                                  (date/time)

intends to make system adjustments to accommodate this testing to the extent possible consistent with system security.

This intent is NOT a guarantee of accommodation.

__________       ______

     (Approving supervisor)

__________________

           Date/time

	7
	If ERCOT believes that the request cannot be accommodated for one of the following reasons it will refuse with the script below:

· No combination of other units can maintain transmission security

· The request exceeds 14 days

· A pattern of repeated requests for the same unit(s) indicate to ERCOT that abuse of the testing privilege may be taking place.  If ERCOT refuses any request for this reason it will notify ROS and the Market Oversight Section of the Public Utility Commission.

ERCOT cannot accommodate the request of  ____________________ for a unit test on 

                                                                                                                         (company)

the dates __________________ for the following reasons:

Reasons the request cannot be accommodated:

· No combination of other units can maintain transmission security

· The request exceeds 14 days.

· A pattern of repeated request for the same unit(s) indicate(s) to ERCOT that abuse of the testing privilege may be taking place.

	8
	One of these two responses shall be e-mailed or faxed to the requesting party.

	
	


	2.1.3 Initial Synchronization of New Resource

	Step #
	Procedural Steps

	1
	When notified by a QSE that they will be synchronizing a resource to the ERCOT grid for the first time:

· Notify the respective Transmission Operator, and

· Issue a “Settlements Only” VDI to indicate that ERCOT was notified by the QSE


	2.1.4 In Service Approval Procedure

	Step #
	Procedural Steps

	NOTE:
	· Energization Request – A verbal request from a Market Participant to energize equipment
· ‘Approval to Energize Notification’ – A form for written documentation of an Energization Request
· Operations Support Engineering (OSE)

· Operations Planning Engineer (OPE)

	1
	If a Market Participant makes a request to energize new or relocated equipment, the Shift Supervisor will review the “Approved List” provided by OSE.

	2
	If the equipment is not on the “Approved List,” the Shift Supervisor will delay the request and notify the OPE.

	3
	If the equipment is on the “Approved List,” the Shift supervisor shall confirm that the equipment is in the model (SCADA one lines)

	4
	If the equipment is not in the model, the Shift Supervisor will delay the request and notify the OPE.

	5
	If the equipment is in the model, the Shift Supervisor will approve the request and notify the OPE as to when the equipment will be energized.

	6
	If it is discovered that new or relocated equipment is energized without ERCOT’s approval, AND the equipment is in the model, the Shift Supervisor will ask the Market Participant to submit an “Approval to Energize Notification” and then notify the OPE.

	7
	If it is discovered that new or relocated equipment is energized without ERCOT’s approval, AND the equipment does not exist in the model, the Shift Supervisor shall:

· Request the Market Participant to submit a “Service Request” to the Network Modeling Group as soon as possible

· Request the Market Participant to submit an “Approval to Energize Notification”

· Notify the OPE


	2.1.5 Supervise Overall Condition of the Power System in Order to Maintain System Security

	Step #
	Procedural Steps

	NOTE:
	The following reviews should be performed periodically.

	1
	REVIEW Energy Management System (EMS) voltage summary displays.

	2
	REVIEW The Market Analyst Interface (MAI). 

	3
	REVIEW EMS generation summary displays.

	4
	REVIEW EMS alarm displays.


	2.1.6 Ensure Operations in Compliance with ERCOT Protocols, Operating Guides, and Operating Procedures

	Step #
	Procedural Steps

	1
	The ERCOT Shift Supervisor is responsible for the day-to-day supervision of the Day Ahead Desk, Transmission Security Desk, Frequency Control Desk, and the Operating Period Desk.

	2
	The ERCOT Shift Supervisor shall PERIODICALLY CHECK the operations of each desk to ensure compliance with ERCOT Protocols, Operating Guides, and Operating Procedures. 


	2.1.7 Outage Coordination

	Step #
	Procedural Steps

	NOTE:
	Real-time functional desks are not authorized to approve outages outside the timelines.

	NOTE:
	The Transmission Outage Approval process has been specifically designed to allow the market time to respond and achieve a market solution.  Therefore, outages cannot be moved forward from one day to the next out of the approved timeframe without impacting the market solution.

	NOTE:
	The ERCOT Protocols clearly define the timelines for outage approval.  At this time, no one (Outage Coordinator, System Operator, or Engineer) can approve an outage for the next day.

	NOTE:
	The only outages that are allowed for the next day are Forced and/or Level 1 outages reported by the Transmission Operator.

	1
	Direct any questions about scheduling of transmission outages and generation outages to the Outage Coordination personnel.


	2.1.8 Supervise Coordination with Neighboring Control Areas

	Step #
	Procedural Steps

	NOTE:
	The coordination with neighboring Control Areas is the responsibility of the System Operator on the Frequency Control desk.  This coordination is required due to the use of the DC-Ties as described in the ERCOT Operating Guides.
The ERCOT Shift Supervisor is responsible for assigning those duties related to NERC Tagging and Interchange Scheduling through the DC-Ties per procedure. 

The procedure will also be executed, as needed, when new DC Tie schedules are implemented in real time.

	1
	CONFIRM with the System Operator on the Frequency Control desk or designated System Operator that DC Tie schedules and NERC Tags were properly verified and entered.

	2
	IF DC Tie schedules and NERC Tags cannot be adequately verified, THEN PROVIDE assistance in resolving discrepancies.


	2.1.9 Coordinating Line Rating Changes

	Step #
	Procedural Steps

	1
	When notified by the Transmission and Security Desk operator that a Transmission Operator has provided changes to a line’s ratings, NOTIFY the engineer on-call and provide the following information:

· Equipment ID Name

· MVA ratings (Continuous, Emergency and 15 Minute)

· Name of operator on duty

· Name of Transmission Operator

· Name of Transmission Operator’s authorizing engineer

· Authorizing Engineer’s contact phone number

	2
	Log communication in the Shift Supervisor’s Log, using the “Line Rating Changes” log type.

	3
	Log the response of the ERCOT Operations Engineer in the Shift Supervisor’s Log, using the “Line Rating Changes” log type.

	NOTE:
	If the rating received is a dynamic rating, the Transmission Operator must send it by e-mail or fax.

	4
	Forward related correspondence (e-mail or fax) to the Sr. Operations Engineer.


	2.1.10 Monitoring CSC Limits

	Step #
	Procedural Steps

	NOTE:
	NERC Standard TOP-004-0.states to ensure that the transmission system is operated so that instability, uncontrolled separation, or cascading outages will not occur as a result of the most severe single Contingency and specified multiple Contingencies.

	1
	Near the end of each shift, verify that the CSC Limits have not been exceeded during the shift. 

1. Open PI Process Book

2. Select Transmission Limit & Flow Summary for the ERCOT Top Page tab.

3. Check each CSC flow during the desired date range

a. Select Calendar to change the date range (The display will graph the CSC limit and line flow for that date range)

b. Deselect first flow and check next flow

c. Continue until all flows have been selected and all data has been collected.

	2
	If any CSC exceeds the limit for more than 30 consecutive minutes, LOG it under log type “Exceeding Limits”.  Include the date and time of the violation and the system conditions that caused the violation.

	3
	Notify by e-mail (including data from Step 2)

· Manager, System Operations 
· 1ERCOT Ops Support Engineering
· Beth Garza

· Isabel Flores


	2.1.11 Monitoring Market Clearing Prices

	Step #
	Procedural Steps

	1
	Using the MOI, keep the “Zone” or the “Constraint” tab, which is on the Real-Time Balancing Market page, available to view at all times.

· IF a constraint becomes “ACTIVE”, verify that the Transmission & Security Desk Operator is monitoring it and that it is not being over constrained

· IF the Zonal pricing shows to be abnormally high or low, check market conditions for that interval to insure that there is a sufficient amount of Balancing Energy, AND that the Balancing Offset is reasonable


	2.2 Responding to System Disturbances

	Step #
	Procedural Steps

	NOTE:
	The system operators on the Transmission & Security and Frequency Control Desk normally handle system disturbances. 

	1
	The Shift Supervisor will monitor, assist and/or assign additional staff as needed to respond effectively to system disturbances.


	2.2.1 Supervise Response to Major System Disturbances

	Step #
	Procedural Steps

	1
	IF the system disturbance cannot be normalized with current on-shift staff, THEN IDENTIFY and ASSIGN additional System Operators, Operations Support, Operations Planning, or Market Operations staff to assist in normalizing the system condition.

	NOTE:
	See Phone Book at Shift Supervisor’s Desk.


	2.2.2 Capacity Shortage

	Step #
	Procedural Steps

	1
	If the load forecast is reasonable AND the “Max Capacity Room” on the “Market Analyst Interface” (MAI) shows insufficient capacity, ISSUE an OCN requesting the QSEs to update their Resource Plans, specifically for the time frame which shows the capacity insufficiency.

	2
	After a brief time (not to exceed two hours), if the MAI still shows a capacity shortage, ISSUE an alert stating that the Maximum Capability of all units shown in the Resource Plans is less than the load forecast for the hours in question.

	3a
	· Run an RPRS study (not a market) early enough to evaluate if an adjustment period RPRS market would solve the capacity shortage.

· If the load forecast being used by the RPRS study does not appear to be reasonable, consider adjusting the load forecast.

· If an RPRS market provides a solution, then refer to the Day Ahead Desk procedure.

· If an RPRS market does not present a solution, then continue.

	3b
	If a capacity shortage actually occurs, then refer to the Frequency Control Desk operating procedures.

	4
	When the MAI shows sufficient generation capacity to cover the load forecast, discontinue the alert.


	2.2.3 Restoration of the System to Single Contingency Secure Status 

	Step #
	Procedural Steps

	NOTE:
	Single Contingency Secure (also referred to as “ERCOT Transmission systems within first contingency transfer limits”) is defined in the ERCOT Operating Guides.

	1
	IF a system disturbance causes the ERCOT system to violate the Single Contingency Secure status, THEN VERIFY that the System Operators take all actions necessary and available as described in the ERCOT Operating Guides.

	2
	IF Operating Security Limits cannot be restored with current on-shift staff, THEN IDENTIFY and ASSIGN additional System Operators, Operations Support, Operations Planning, or Market Operations staff to assist in normalizing the system condition.

	NOTE:
	See Phone Book at Shift Supervisor’s Desk


	2.2.4 Monitor Operators Response to Degrading Weather Conditions

	Step #
	Procedural Steps

	1
	WHEN degrading weather conditions are forecasted, VERIFY that the System Operator on the Transmission & Security desk issues corresponding weather Operating Condition Notice (OCN), Weather Advisories, and Weather Alerts as required by the Operating Guides.

	2
	IF forecasted weather conditions are extreme, and is deemed necessary, IDENTIFY and ASSIGN additional System Operators, Operations Support, Operations Planning, or Market Operations staff to assist in operating the system during degraded weather conditions, OTHERWISE Go To step 3.

	NOTE:
	See Phone Book at Shift Supervisor’s Desk

	3
	MONITOR ERCOT reserves and other Ancillary Services levels during degraded weather periods.


	2.2.5 Communicating With Other Operations Groups during System Disturbances

	Step #
	Procedural Steps

	1
	The ERCOT Shift Supervisor will ACT as the main contact and answer inquiries between the control room and other ERCOT operations groups during system disturbances.

	2
	The ERCOT Shift Supervisor will ISSUE Emergency Communications & Notifications to ERCOT staff and management in accordance with Appendix 1 of this procedure.

	NOTE:
	See Phone Book at Shift Supervisor’s Desk.


	2.2.6 Verify the Timely and Correct Issuance of System Condition Notices

	Step #
	Procedural Steps

	1
	WHEN system conditions require Emergency Notifications as defined in the Operating Guides, VERIFY that the corresponding notification is issued.


	2.2.7 MIS Posting 

	Step #
	Procedural Steps

	1
	To Post a Message

1. In Internet Explorer go to:


https://portal.ercot.com/ercotPublicWeb/MessageAdmin/index.htm
2. Select “Create message”

· Type the message Subject in the Subject field

· Tab to (or click in) the Message field and type the message

· From the drop-down list, select the message type

· NOTE: Selecting “Reset” will clear all fields on the form

· Select “Submit” to post the message to the public messages area on the portal.

· Log the posting number displayed.  (Logging this number will make it easier to find the message later if it’s status needs changing

3. (OPTIONAL)  Go to:


https://portal.ercot.com/ercotPublicWeb/Message/MessageSearch.asp to see the message as the public will view it.

	2
	To “Update a Message” (meaning – change its status to either valid or invalid)

1. In Internet Explorer, go to:

https://portal.ercot.com/ercotPublicWeb/MessageAdmin/index.htm
2. Select “Update Message Status”

· Enter the “Posting Number”

· Select the desired status

· Select “Submit”

3. (OPTIONAL)  Go to:


https://portal.ercot.com/ercotPublicWeb/Message/MessageSearch.asp to see the change of status.


	2.2.8 Initiate Request for Public Appeals 

	Step #
	Procedural Steps

	CAUTION
	Prior to entering EECP, ERCOT may issue an appeal through the public news media for voluntary load reduction if authorized by the ERCOT Chief Executive Officer or its designee based on an evaluation of existing and expected system conditions.

	NOTE:
	See Appendix 2  “Media Appeals for Voluntary Load Curtailments”.

	NOTE:
	See Phone Book at Shift Supervisor’s Desk.

	NOTE:
	The EECP procedures are coordinated between the system operators on the Transmission and Security desk and Frequency Control Desk.

	1
	WHEN the EECP procedures are invoked, at your discretion or in no case later than STEP 2 of the EECP, INITIATE a request for a public appeal for voluntary load reduction. See Appendix 2 “Media Appeals for Voluntary Load Curtailments” for notification guidelines.

	2
	As part of Restoration STEP 2 of the EECP procedure you may RECALL the request for a public appeal for voluntary load reduction. When the decision is made to RECALL the voluntary load reduction, See Appendix 2 “Media Appeals for Voluntary Load Curtailments” for notification guidelines.


	2.2.9 Issue System Operations Notifications 

	
	Procedural Steps

	NOTE:
	Complete the following steps when a significant amount of firm load is shed in ERCOT: 

	1
	Have the Transmission and Security Desk make a Hotline call to TOs within 30 minutes with the firm load shed information.

	2
	Have the Frequency Control Desk make a Hotline call to the QSEs within 30 minutes with non-market sensitive information.


	2.2.10 ERCOT Compliance – Internal Reporting 

	
	Procedural Steps

	NOTE:
	There are certain events listed in the Event Investigation Process that requires an e-mail from System Operations to ERCOT Operations Support and Compliance.  An initial report from System Operations will trigger the investigation process.  

The subject line of the e-mail should read “ERCOT Compliance – Internal Reporting.”

	NOTE:
	Events that are deemed to be significant include, but are not limited to, the following:

· EECP Implementation

· Emergency Notice issued

· Simultaneous loss of any combination of three generating unit facilities, transmission lines, and autotransformers (138KV and above).  Note:  Count combined cycle trains as one unit

· SPS activation

· RAP implementation requiring load shedding

· Under frequency relay operations (or frequency deviations greater than .3Hz from scheduled frequency)

· Sustained voltage deviations greater than five percent on 345 Kv systems

· Alerts for significant transmission elements (345 Kv)

· Failure of computer systems at ERCOT, the Qualified Scheduling Entity (QSE) or Transmission Operator (TO)

· Voltage collapse on portions of 138 Kv or 345 Kv system

· Loss of an ERCOT, QSE, or TO control center

· Black Start initiation 

· Uncontrollable loss of 150 MW or more of firm load shed for more than 15-minutes from a single incident

	NOTE:
	There are also DOE and several NERC reportable events that could trigger an investigation.  To report such an event, see section 2.2.11.

	1
	When a significant event occurs, within one hour complete the form located in Attachment B “Event Investigation Form – ERCOT Compliance” and e-mail to distribution group entitled “ERCOT Compliance – Internal Reporting.”


	2.2.11 NERC and DOE Disturbance Reporting 

	
	Procedural Steps

	
	When Disturbance reporting is required: 

	NOTE:
	NERC E-mail address:  esisac@nerc.com, fax (609) 452-9550

DOE E-mail address:  doehqeoc@oem.doe.gov, fax (202) 586-8485

DOE Operation Center voice phone:  (202) 586-8100

ERCOT Compliance E-mail address:  1 ERCOT Compliance Team
Send e-mail to distribution list entitled “NERC and DOE Disturbance Reporting.”

	NOTE:
	NERC Standard EOP-004-1 R3.1 requires a copy of the NERC Interconnected Reliability Operating Limit and Preliminary Disturbance Report to be submitted by the affected Operating Authority within 24 hours of the disturbance or unusual occurrence.

	1
	Forward the TDSP(s) report or the Director of Cyber Security’s report to ERCOT Compliance, NERC, and DOE.  Ensure all three entities receive a report.  (e.g. If TDSP or Director, Cyber Security sends a report to only one entity; make sure the other two entities receive a report as well.)

	2
	If ERCOT is required to issue a report to NERC and DOE even when the disturbance does not require a report from a TDSP (e.g. The disturbance involves two or more TDSPs area to meet the requirements for reporting.) of if a report is received from the Director, Cyber Security, then do the following:

· Complete required reports per NERC Attachment 1-EOP-004.

· Complete required reports per DOE OE-417.

· Forward reports to ERCOT Compliance, NERC, and DOE.  

	NOTE:
	NERC Attachment 1-EOP-004 to report a disturbance can be downloaded at

ftp://www.nerc.com/pub/sys/all_updl/oc/dawg/NERC_EOP-004-1_Form.doc
DOE Form OE-417 to report a disturbance or cyber attack can be downloaded at http://www.eia.doe.gov/oss/forms.html.


	2.2.12 PUC Daily Report

	Step #
	Procedural Steps

	NOTE:
	The PUC reports are to be generated twice per day:

In winter months at 0100 and 0500
In summer months at 1100 and 1500

The timing change will be determined by the Manager, System Operations.

	NOTE:
	Be able to provide a list of unplanned generation outages for the day if requested by the PUC.

	1
	Complete the PUCT_Daily Report template at the appropriate times.

E-mail the report to the distribution list entitled “PUC-Available Generating Resources.” 

Do not add editorial comments to this report that reveal market sensitive data.  General comments that convey overall system conditions are allowed.

	
	Revise the last report sent and resend it if:

· The probability of an EECP event increases. Give reason(s) for escalation, OR

· Conditions change that required new notices to be issued or cancelled, such as, an OCN , Advisory, Alert, or Emergency Notice OR 

· A shortage of generation capacity develops OR

·  Local reliability concerns arise which include actual overloads and/or loss of load, especially the Laredo area, OR

· The Gibbons Creek Bryan East/Green Prairie 138 kV double circuit transmission line trips, or if there are unplanned outages of the generation units in the area.
· “ERCOT only” NERC and/or DOE event occurs. These events are market sensitive so provide a brief description without the market sensitive information.

	2
	Use the following guidelines to determine the potential for EECP when completing the PUCT_Daily Report:
Potential for EECP 1

· Low 

· Sufficient capacity to cover peak demand
· An Advisory is in effect for Adjusted Responsive Reserves.
· Medium

· An Alert is in effect for Adjusted Responsive Reserves. 
· Loss or delay of generation availability during peak demand that may diminish Physical Responsive Reserves

· High 
· An Alert is in effect for Adjusted Responsive Reserves and trending downward after procuring quick-start capacity.
· Critical

· EECP Step 1 in effect

	
	Potential for EECP 2
· Low 

· Sufficient capacity to cover peak demand
· An Advisory is in effect for Adjusted Responsive Reserves

· Medium

· EECP Step 1 in effect
· High 
· Adjusted Responsive Reserve ≤ 2000 MW and trending downward
· Critical

· EECP Step 2 in effect 

	3
	Potential for EECP 3
· N/A – No EIL available
· Low 

· Sufficient capacity to cover peak demand
· Medium
· EECP Step 2 in effect
· High 
· Adjusted Responsive Reserve < 1000 MW and trending downward, OR
· Unable to maintain frequency ≥ 59.9 Hz
· Critical

· EECP Step 3 in effect

	4
	Potential for EECP 4
· Low 

· Sufficient capacity to cover peak demand
· Medium
· EECP Step 2 in effect
· High 
· EECP Step 3 in effect

· Adjusted Responsive Reserve < 1000 MW and trending downward, OR
· Unable to maintain frequency ≥ 59.9 Hz
· Critical

· EECP Step 4 in effect


	2.2.13 Geomagnetic Disturbance Reporting 

	
	Procedural Steps

	NOTE:
	Each Interconnection shall designate an operating entity (e.g. a Reliability Coordinator) to receive geomagnetic disturbance watches, alerts, and warnings.  All K-7 or higher GMD warnings and alerts shall be routed by established procedures to operating entities within the applicable interconnection.

	1
	Periodically during the day, monitor the NERC Reliability Coordinator Information System at https://scis.nerc.net/scis.asp

	2
	When alerts and warnings are issued and received at ERCOT for K-7 or higher GMD, 
· Enter the information into the MOI Emergency Notification System 
· Log the information.


	2.2.14 Provide Advanced Notice of Diminishing Responsive Reserve 

	
	Procedural Steps

	PURPOSE:  
	Guidelines for issuing advance notice of diminishing Responsive Reserves.

	NOTE:
	Adjusted Responsive Reserve (ARR)

Reference Display: EMS, Generation Area Status, ADJ_RESPONS

	1
	IF Adjusted Responsive Reserve is equal to or less than 3000MW, issue an Advisory.

	2
	IF Adjusted Responsive Reserve is equal to or less than 2500MW, issue an Alert.

	
	

	
	

	
	

	
	

	
	


	2.2.15 
EECP/EEA (Energy Emergency Alert) Reporting 

	Step #
	Procedural Steps

	NOTE:
	Posting Energy Emergency Alerts (EEA) on the NERC Reliability Coordinator Information System (RCIS) There are four levels:

EEA Alert 0: All previous alerts have been terminated and the entity can supply all energy requirements.  Equivalent to Termination of EECP Steps.  

EEA Alert 1: The entity foresees or is experiencing conditions where all available resources are committed to meet firm load, AND is concerned about maintaining its required Operating Reserves. Equivalent to EECP Step 1.

EEA Alert 2: The entity can no longer provide expected energy requirements and foresees or has implemented procedures up to, but excluding, shedding firm load. Equivalent to EECP Step 2 and Step 3.

EEA Alert 3: The entity foresees or has implemented firm load shed.  Equivalent to EECP Step 4.

You may declare whatever alert level is necessary, and need not proceed through the alerts sequentially.

Reference NERC Standard EOP-002-2 Capacity and Energy Emergencies for detailed information.

	1
	If EECP step 1 is implemented, post following message to RCIS:

“ERCOT is declaring EEA Alert 1 due to <brief description of emergency condition>.”

	2
	If EECP step 2 is implemented, post following message to RCIS:

“ERCOT is declaring EEA Alert 2 due to <brief description of emergency condition>.”

	3
	If EECP step 3 is implemented, post following message to RCIS:

“ERCOT is declaring EEA Alert 2 due to <brief description of emergency condition>.”

	NOTE:
	Progression to EEA Alert 3 requires filing a report with NERC in addition to the RCIS posting.  The report (Energy Emergency Alert 3 Report) can be obtained from the following link:

ftp://www.nerc.com/pub/sys/all_updl/alertlogs/Energy_Emergency_Alert_3_Report_Form.doc

	4
	If EECP step 4 is implemented, post following message to RCIS:

“ERCOT is declaring EEA Alert 3 due to <brief description of emergency condition>.”

	5
	When recalling EECP/EEA, reverse the order and make the appropriate RCIS postings.

When the emergency condition has been terminated, post EEA Alert 0 (zero) to terminate all previous NERC EEAs.

	NOTE:
	Refer to Table 2:  ERCOT EECP and NERC EEA Notification Requirements.


2.3 Resolving Dispatch Instruction Disputes

	2.3.1 Log Dispatch Instruction Disputes in the Shift Log

	Step #
	Procedural Steps

	NOTE:
	Dispatch Instruction procedures and definitions are described in the ERCOT Operating Guides and Protocols.

	NOTE:
	Verbal dispatch instructions are issued by one of the system operators.  Dispatch instructions issued by the Market Operations System (MMS) may be initiated automatically by the MMS or in response to a System Operator action.

	NOTE:
	The contents and format of a valid dispatch instruction are also described in the ERCOT Operating Guides and Protocols.  Normally, the first contact from a participant that has a question or disagreement with an ERCOT dispatch instruction will be with the system operator that issued or caused the instruction to be issued.

	NOTE:
	The Shift Supervisor applies this procedure for resolving dispatch instructions disputes when the system operator and the participant fail to resolve the issue raised by the participant.

	1
	ACKNOWLEDGE the existence of dispatch instruction dispute.

	2
	RECORD in the shift log the following information:

· Summary of communications with the participant
· Agreements reached

· Understood disagreements and,

· Reasons for proposed actions


	2.3.2 Determine Resolution for Dispatch Instruction Disputes

	Step #
	Procedural Steps

	1
	VALIDATE the original instruction per the ERCOT Operating Guides.

	2
	IF the dispatch instruction is confirmed as a valid dispatch instruction, CONTACT the participant and clarify the issue.  OTHERWISE, go to step 4.

	3
	LOG the participant’s response.

	4
	IF the dispatch instruction is deemed to be invalid, INSTRUCT the system operator to issue a new Valid Dispatch Instruction.


	2.3.3 QSE’s Notifying ERCOT of Inability to Comply with Both OOMC and Balancing Down Percentage Requirements

	Step #
	Procedural Steps

	NOTE:
	If an ERCOT operator is notified by a QSE of their inability to perform both the OOMC and maintain the down balancing requirement, the call should be transferred to the Shift Supervisor.

	1
	Notifying QSE should call the ERCOT shift Supervisor to determine which of three courses of action should be followed by the QSE:
· Cancel OOMC instruction to allow down balancing margin

· Acknowledging QSE is  unable to accommodate down balancing requirements

· Instruct QSE to take whatever actions necessary to accommodate both OOMC and down balancing requirement (This option will result in a request for payment by the directed QSE to recover addition cost incurred)

	2
	The Shift Supervisor should get the details of the QSE’s problem including:

· Unit name & time range of OOMC causing problem

· Time range of expected insufficiency of DBES

· Confirm the times overlap or acknowledge that the OOMC will require the unit to be online during the insufficiency period

	3
	The Shift Supervisor must make a decision to cancel the OOMC and direct the QSE to acknowledge the shortfall of DBES, or direct QSE to accomplish both.

	NOTE:
	Suggested scripts for these scenarios:

1. In light of your inability to comply with the DBES requirement, ERCOT will cancel the OOMC of unit ___________ with Verbal Dispatch # _________.

2.  ERCOT has noted in its logs that you have met the protocol requirement of notifying us when you are unable to provide the required Down Balancing Service requirements for hours ____ through _____ of <Day of Week> <Date>.

3. ERCOT has a real need for both the OOMC’d units and the down balancing service.  Please take additional steps to make providing both of these services available.

	4
	Log the conversation along with ERCOT instructions in the Supervisors log.


	2.3.4 Inform All Involved Parties of Resolution for Dispatch Instruction Disputes

	Step #
	Procedural Steps

	1
	WHEN a dispatch instruction dispute is resolved, CALL the participant or participants involved in the dispute, and INFORM them of the resolution of the dispute.

	2
	IF a participant(s) still does not agree with the resolution, LOG the disagreement in shift log and DIRECT the participant(s) to contact their ERCOT customer representative for instructions on filing a formal dispute resolution request.


2.4 Monitoring Real-Time Performance of QSEs

Monitoring of real-time performance of QSEs for system security purposes is a primary duty of the Frequency Control Desk operator. 

The Shift Supervisor assists the Frequency Control Desk operator to perform this monitoring duty when a QSE(s) continually under perform during the same shift or Operating Period causing ERCOT’s overall performance as a Control Area to deviate from NERC standards.

	2.4.1 Monitor QSEs Which Under Perform in Supplying Ancillary Services 

	Step #
	Procedural Steps

	1
	REVIEW the QSEs real time performance summary display periodically or when ERCOT ACE deviation is significant.

Reference Displays:

“ERCOT Responsive, Regulation, and SCE” display (EMS)

	2
	CONSULT with the Frequency Control Desk operator when abnormal real time performance by one or more QSEs is detected.

	3
	VERIFY if the Frequency Control Desk operator has established communication with the QSE(s) and the cause for the under performance is known.

	4
	VERIFY that the Transmission & Security Desk operator is informed of the situation.

	5
	ALLOW the Transmission & Security and Frequency Control Desk operators to RESOLVE the problem and RESTORE ERCOT ACE performance to normal.

	6
	If a QSE(s) continues to under perform in real time, and ERCOT’s NERC performance requirements are not being met, ASSIGN a system operator to collect performance data on the QSE(s) affecting ERCOT’s NERC performance.


	2.4.2 Log Information on QSEs that are Under Performing

	Step #
	Procedural Steps

	1
	RECORD in the shift log an entry for QSE Non Performance.

	2
	INCLUDE in this entry the following information:

· QSE name 

· Date and Time period of non performance

· Type(s) of Ancillary Service not provided and nature of non performance

· Perceived effect of ERCOT’s NERC performance requirements

· Description of remediation attempts and results

	3
	VERIFY data collected by system operators from the EMMS systems.


	2.4.3 Report QSEs That Under Perform in Real-Time

	Step #
	Procedural Steps

	1
	CREATE an Incident Report on the QSE(s) non-performance during the shift.

	2
	INCLUDE information in shift log entries and supporting data collected from the EMMS systems, and the PI System.

	3
	VERIFY the report information.

	4
	SUBMIT the report to the Manager, System Operations for review and approval.


	2.4.4 Procedure for Notice of Possible Protocols Violation

	Step #
	Procedural Steps

	NOTE:
	In the event that the Shift Supervisor believes a QSE or TO is in violation of the ERCOT Protocols or Operating Guides, he or she will take the actions listed in the steps below.

	1
	Verify that the system operators have verbally tried to persuade the QSE or TO personnel to correct those actions which are in violation of protocol requirements.

	2
	The Shift Supervisor should attempt to resolve the issue verbally.  Use Market Operations Support and/or Operations Support personnel, if needed, for information gathering.

	3
	If no agreement can be reached; review the incident to be sure there has been a violation of the Protocols/Guides.

	4
	Find the appropriate section of the Protocols/Guides.

	5
	Escalate efforts to the issuance of an Incident Report. 

	6
	Log the Incident Report in the Shift Supervisors log.


2.5 
Preparing Required Operating Reports 

	2.5.1 Prepare Daily Operations Report

	Step #
	Procedural Steps

	NOTE:
	The Shift Supervisor has discretion to delegate or assign the preparation of these reports to other system operators or operations staff assigned to the ERCOT Back-up Center or to system operators on the night shift.

	NOTE: 
	The daily report is an ACCESS form, which is intended to create a report for the Public Utility Commission on a daily basis.

	1
	Section 1:

Enter the Date, Peak Load, Time of Peak Load, Planned Peak Load (from the day ahead plan off of the Day Ahead desk), and time of planned peak 

	2
	Section 2:

Transmission Loading Actions the date will automatically be copied from Section 1.  For each constraint activated in the model (by changing the limit or start times) a record should be placed in this section.  DO NOT PLACE REPEATED ENTRIES FOR REPEATED STARTS AND STOPS OF CONSTRAINTS DURING THE DAY.  Only enter a constraint once.  VDI’s and OOME instructions should also be entered in this section as follows.

Date:

Date

Constraint:
A brief name of the constraint, or 

For OOME a statement of what was OOMd and what direction or 

For VDI’s a statement of the VDI.

Reason: 
A description of what element or limit was loaded, what the loading and percentage was when the action was taken, and what the limit was when taken.

	3
	Section 3:

A description of any Alert, OCN’s, etc. issued to the market.  A description of any frequency deviations over .1 hertz including unit trips.  A description of any market extensions or delays or equipment failures affecting ERCOT’s ability to deploy services or control the system.

	4
	E-mail a copy of the report to the PUC—Available Generating Resources distribution list.


	2.5.2 
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	2.5.3 

	
	

	
	


	2.5.4 Root Cause Analysis

	Step #
	Procedural Steps

	NOTE:
	The following events will trigger an investigation:

· Possible violation of DCS Criteria

· Frequency deviation of  +/- .05 from scheduled frequency for greater than 30 minutes

· High frequency events greater than 60.175 Hz.

· Incorrect procurement/deployment of NSRS

· OC1 constraint operation that depletes the Balancing Market.

· Operating actions outside of the ERCOT Protocols, ERCOT Guides, or Operating Procedures

· Over constraining

·   A constraint that remains active with no corresponding congestion

· Anytime an OC1 remains active for more than two intervals and it is below 90% of the limit

· An OOME or VDI with no corresponding congestion, import, or voltage concerns

The Manager, System Operations may direct the investigation of other events not listed above.

	NOTE:
	The “rule of thumb” is to ask why until the most basic cause of the problem is revealed.

	1
	When an event occurs, notify the Manager, System Operations and Training Supervisor via e-mail that an investigation has been initiated.  Include the event, time, duration, and a summary of what occurred.

	2
	Preserve all data relevant to the event:

· Market and power system data

· Operational logs

· Applicable graphs and charts

	3
	Evaluate the following conditions:

· Resources 

· Software performance

· Man – Machine interface 

· Procedures

· Management directives

· Training

· Computer (hardware) performance

· External Distracters

· Control Room conditions

· Market conditions

· System conditions

· Human Performance 

· QSE input and communication

· TO input and communication

· ERCOT internal support and communication
· Shift communication and team work

	4
	A preliminary report is due within three days.  The report should include: 

· A summary

· The chain of events and/or decisions that produced the outcome

· The most basic root cause

· Recommended steps to prevent future events from occurring.

	5
	Make three copies of the report.  Forward two copies to the Training Supervisor; keep one for the later discussion.

	6
	The Training Supervisor and Operations Engineering Support will review the report and meet with the Shift Supervisor.

	7
	A final report will be compiled by the Training Supervisor and forwarded to the Manager, System Operations identifying the cause and recommending corrective action.


2.6 Performing Other System Operator Duties as Required

	2.6.1 Stay Informed and Trained on System Operating Positions 

	Step #
	Procedural Steps

	1
	STUDY system operator desks procedures.

	2
	ATTEND and PARTICIPATE in system operator desk training.


	2.6.2 Substitute as a System Operator and Perform Their Duties and Tasks as Required

	Step #
	Procedural Steps

	NOTE:
	In cases of extreme emergency or due to a personal emergency of an on-shift system operator, the Shift Supervisor may be required to perform the duties of any system operator desk. 

	1
	IF time and conditions do not allow for a normal shift transfer, ACCEPT the shift as a system operator.

	2
	LOCATE the Operating Procedure Manual for the corresponding desk.  Go to step 4.

	3
	PERFORM the duties and tasks of the Shift Supervisor desk, and the system operator’s desk.

	4
	IF time and conditions allow, THEN COORDINATE bringing in a different system operator to take over the shift.

	5
	TRANSFER shift to incoming system operator.


2.7 Monitoring EMMS/Interface Systems Availability

The ERCOT Information Technology (IT) department has a Help Desk office that operates 24 hours a day every day. 

If the EMMS and interface systems with participants fail for any reason, the systems produce alarms and record events on several places.  System operators and the Shift Supervisor may receive alarms or messages notifying of systems failures.  Any system operator may call the help desk to report or attempt to resolve a temporary failure. 

However, the Shift Supervisor is responsible for coordinating with the ERCOT IT Help Desk if critical functions or systems fail at critical times during the operating day or for unusually long periods of time, such that system operators and/or participants are precluded for performing and complying with their obligations and therefore jeopardizing the security of the system.

Special attention is required for failures of systems or functions needed during the Market Operations timeline.

	2.7.1 Report Critical EMMS Failures to ERCOT IT Help Desk

	Step #
	Procedural Steps

	1
	ACKNOWLEDGE computer system alarms, events, failures, or incidents that affect normal operations.

	2
	CONTACT the ERCOT IT Help Desk immediately at extension 6804 or (512) 248-6804.

	3
	DISCUSS alarms, events, failures, or incident with the Help Desk staff.

	4
	DETERMINE criticality and impact of the system alarms, events, failures, or incident jointly with the Help Desk staff.

	5
	IF the criticality and impact of the system alarms, events, failures, or incident is such that Market Operations are or will be affected before the problem can be resolved, Notify market participants of the problem and expected duration via HOTLINE and REQUEST additional assistance from other support staff.  OTHERWISE go to step 6.

	6
	RECORD the following in the shift log:

· Date

· Time of event

· Description of system alarms, events, failures, or incident

· Actions taken and resolution

· Time of system or function restoration

	7
	When a critical problem affecting market participants is resolved, NOTIFY all participants via HOTLINE of the problem resolution.


	2.7.2 Reporting RTUs, ICCP, Web Portal, and API Failures

	Step #
	Procedural Steps

	1
	ACKNOWLEDGE RTU, ICCP, Web Portal or API alarms, events, failures, or incidents that affect normal operations.

	2
	CONTACT the ERCOT IT Help Desk immediately at extension 6804 or (512) 248-6804.

	3
	DISCUSS alarms, events, failures, or incident with the Help Desk staff.

	4
	DETERMINE criticality and impact of the alarms, events, failures, or incident jointly with the Help Desk staff.

	5
	If it is determined that the Web Portal will be unavailable for longer than 15 minutes, have the QSEs and TOs notified by a hotline call.

Include in the message:

· The estimated duration of the portal unavailability

· Any actions the TOs and QSEs should take

	6
	IF the criticality and impact of the alarms, events, failures, or incident is such that Market Operations are or will be affected before the problem can be resolved, Notify market participants via the Hotline of the problem and REQUEST additional assistance from other support staff.  OTHERWISE, go to step 7.

	7
	RECORD the following in the shift log:

· Date

· Time of event

· Description of system alarms, events, failures, or incident

· Actions taken and resolution

· Time of system or function restoration

	8
	When a critical problem affecting market participants is resolved, NOTIFY all participants via HOTLINE of the problem resolution.


2.8 Monitoring Other Control Room Systems

Other control room systems include, computer access to corporate systems (public Internet and e-mail), weather monitoring systems (TV), telecommunications, fax machines, HVAC systems, building security and fire warning systems, etc.

Failures in some of these systems such as telecommunications can be critical to ERCOT System Operations.

	2.8.1 Report Critical Communication Failures

	Step #
	Procedural Steps

	1
	ACKNOWLEDGE telecommunications failures.

	2
	USE back-up communications systems to report failures to ERCOT HELP DESK and request on call telecommunications staff on-call person contact System Operations.

	3
	DISCUSS events, failures, or incident with the telecommunications staff.

	4
	DETERMINE criticality and impact of the events, failures, or incident jointly with the telecommunications staff.

	5
	IF the criticality and impact of events, failures, or incidents is such that Market Operations are or will be affected before the problem can be resolved, notify all market participants via HOTLINE of the problem and expected duration.  REQUEST additional assistance from other support staff.  OTHERWISE, go to step 6.

	6
	RECORD the following in the shift log:

· Date

· Time of event

· Description of events, failures, or incident

· Actions taken and resolution

· Time of system or function restoration

	7
	When a critical problem affecting market participants is resolved, NOTIFY all participants via HOTLINE of the problem resolution.

	NOTE:
	See Phone Book at Shift Supervisor’s Desk.


	2.8.2 QSE Transferring to Backup Control Center

	Step #
	Procedural Steps

	1
	When a Qualified Scheduling Entity (QSE) informs the Shift Supervisor that they will be transferring to their backup control center, or from their backup to primary, the Shift Supervisor will:

· Request name of the QSE

· Request date and time of the transfer

· Identify if the transfer is from the primary to backup or backup to primary

· Log the event

	2
	The Shift Supervisor will contact the ERCOT Help Desk with the information received from the QSE.

	NOTE:
	The ERCOT Help Desk will contact the EMMS Support Group and Web Services Production Support Group to have the data setup as follows:

· The ERCOT Help Desk will contact the EMMS Support staff on call

· The ERCOT Help Desk will contact the Web Services Production Support staff on call
· The ERCOT Help Desk will notify the QSE when the data is set up to verify the control center is working effectively and systems are transferred.


	2.8.3 Monitor and Report Building Security and Fire Alarms

	Step #
	Procedural Steps

	1
	DISCUSS any fire alarms or building security with the ERCOT Facilities Security staff.

	2
	DETERMINE criticality and impact of the alarms jointly with the ERCOT Facilities Security staff.

	3
	IF the criticality and impact of alarms is such that the building may need to be evacuated and Market Operations are or will be affected before the problem can be resolved, TRANSFER control of the system to the ERCOT back-up Control Center.  

	4
	REQUEST additional assistance from other support staff.


	2.8.4 Emergency Evacuation 

	Step #
	Procedural Steps

	1
	If a Facilities Emergency condition exists, DISCUSS the condition with the ERCOT Facilities Security staff.

	2
	If ERCOT Facilities Security Staff determines the building needs to be evacuated, the Shift Supervisor or his/her designee will be responsible to notify the other control center and for the orderly transfer of controls to the other control center.

	3
	The Shift Supervisor or his/her designee will be responsible for the orderly evacuation of Operations personnel.

	4
	REQUEST additional assistance from other support staff as needed.


	2.8.5 Emergency Generator 

	Step #
	Procedural Steps

	1
	If the Facilities emergency generator fails to start, the Shift Supervisor should notify the ERCOT Facilities Security Staff.

	2
	If the ERCOT Facilities Security Staff or the Shift Supervisor determines that it will be more than 20 minutes before the emergency generator can be started, the Shift Supervisor should make plans for an orderly transfer of controls to the other control center.

	3
	The Shift Supervisor or his/her delegated representative should notify the Manager, System Operations that the controls have been transferred to the other control center.

	4
	REQUEST additional assistance from other support staff as needed.

	NOTE:
	See Appendix 1 for Emergency Communication/Notification Guidelines

	NOTE:
	See Phone Book at Shift Supervisor’s Desk.


2.9 Administrative & Supervisory Duties 

	2.9.1 Receive Exiting Shift Supervisor Oral Shift Report

	Step #
	Procedural Steps

	1
	PAY close attention to exiting Shift Supervisor’s oral report.

	2
	IF information is not clear, ASK for clarifications.  OTHERWISE, go to step 3.

	3
	Verbally ACKNOWLEDGE full understanding of the oral report.


	2.9.2 Review Previous Shift(s) Logs

	Step #
	Procedural Steps

	1
	REVIEW previous shift logs entries using the following guidelines:

· REVIEW multiple days’ worth of shift logs when returning from multiple rest days or vacation periods.

· REVIEW previous two shifts logs when accepting a shift in mid rotation.


	2.9.3 Review Outages List

	Step #
	Procedural Steps

	1
	NAVIGATE to the daily operation plan in the MMS.

Reference Displays:

“DAILY OPERATIONS PLAN” display (MMS)

	2
	ENTER or VERIFY the current market date.

	3
	LOCATE and SELECT the “Outage Schedule” tab on the display. 

	4
	REVIEW the list of generation and transmission outages schedule for the current operating day.

	5
	Using the Outage Scheduler, verify if resources or facilities reported as Forced Outages are included in the outage list.

	6
	If Forced Outages are not listed, NOTIFY the Transmission and Security desk operator.

	7
	VERIFY with the Transmission and Security and Operating Period Desk operators the results of studies for the hours and zones where these resources and facilities are scheduled to be out of service.

	8
	IF errors or problems are detected, have the Transmission and Security and Operating Period Desk operators consult with the Outage Coordinator.


	2.9.4 Review Planned Reserves

	Step #
	Procedural Steps

	1
	NAVIGATE to the generation reserves display in the EMS.

Reference Displays:

“GENERATION RESERVE STATUS” display (EMS)

	2
	LOCATE the “System Summary” radio button and SELECT this option.

	3


	REVIEW the summaries for “System Available” and “System Required” reserves by reserve type.

	NOTE:
	Details for “System Available” and “System Requirements” are also available by QSE and unit if needed.

	4
	NAVIGATE to the QSE Reserve Status display in the EMS.

	5
	Check Generation, Responsive Reserve, Balance UP, Balance Down, Regulation UP, Regulation Down, and compare with Generation Reserve Status display.

	NOTE:
	May also want to compare with MAI.

	6
	IF errors or problems are detected, CONSULT with the Frequency Control and Operating Period Desk operator.  


	2.9.5 Review Load Forecast for the Shift

	Step #
	Procedural Steps

	NOTE:
	The EMMS systems provide two places where Mid-term Load Forecasts can be reviewed:
· The EMS Load Forecast (LF) application provides an online load forecast

· The MMS replicates the load forecast information in the daily operating plan display summaries

The EMS online Load Forecast is considered the primary source for the mid-term Load Forecast information.  The MMS load forecast summaries contained in the daily operating plan contain the same information but it depends on updates from the EMS LF tool to have current data.  Therefore the MMS daily operating plan load forecast summary may contain older data than the EMS LF application.  

The MMS LF information should only be used during the day in case the EMS LF function is temporarily un-available.

	1
	NAVIGATE to the EMS online load forecast study results and history displays.

Reference Displays:

“LOAD FORECAST STUDY RESULTS AND HISTORY” display (EMS)

	2
	IF the EMS online load forecast application is unavailable, REPORT failure to IT Help Desk and go to step 5.  OTHERWISE, go to step 3.

	3
	REVIEW the mid-term load forecast for each interval-ending hour shown. 

	4
	IF any anomalies are detected, CONSULT with the Operating Period and Frequency Control Desk operator.  

	5
	NAVIGATE to the MMS daily operation plan displays.

Reference Displays:

“DAILY OPERATING PLAN” display (MMS)

	6
	ENTER or VERIFY the current market date.

	7
	LOCATE and SELECT the “Load Forecast” tab on the display.

	8
	LOCATE and SELECT the “Mid-Term” radio button on the “Load Forecast” tab.

	9
	Repeat step 3.


	2.9.6 Review New Communications from the Manager, System Operations 

	Step #
	Procedural Steps

	NOTE:
	Periodically, the ERCOT Manager, System Operations will issue new operating instructions, operating memos, and other relevant communications to all System Operators.  These types of communications are used to clarify or temporarily modify existing procedures.

The Shift Supervisor is required to review these communications to ensure that the new instructions are known and understood by all desks in the shift.  This task is especially crucial when returning from vacation periods, or several rest days.  This review of Manager, System Operations issued communications includes verification of e-mail and hardcopy communications or instructions.  Clarification of new instructions, if needed, must be addressed directly to the Manager, System Operations.

	1
	REVIEW all communications received from the Manager, System Operations including e-mails, letters, and memorandums.

	2
	DETERMINE if new or revised operating instructions and operating memos were issued since the last verification of communications was made.

	3
	IF new or revised operating instructions and operating memos were issued, VERIFY which system operator positions and operating procedures may be affected..

	4
	VERIFY that the operators on the affected desks are aware and understand the new or revised operating instructions, and operating memos.

	5
	IF clarifications are needed, REQUEST clarification from the Manager, System Operations.


	2.9.7 Review Operating Manual for New Operating Bulletins, Memos, and Instructions

	Step #
	Procedural Steps

	NOTES:
	The Operating Manual is the collection of operating documentation available to the Shift Supervisor and System Operators.  This collection consists of the ERCOT Operating Guides, ERCOT Operating Procedure Manuals for each of the operating positions in the control center, and other documentation provided to the system operators to assist them in performing their operating duties.

Changes to Operating Guides and Operating Procedures follow a strict and ordered change management and document control procedure which allows for time and opportunity to alert all concerned parties of proposed and approved changes. 

However, because of the inherent nature of bulk power system operations, it is necessary from time to time to make interim or temporary modifications, corrections, or improvements to existing operating guidelines and procedures in an expedited manner. 

The Manager, System Operations uses operating memos, operating instructions, and operating/training bulletins to make such expedited modifications, corrections, or improvements. 

Operating memos and operating instructions are both intended to be permanent statements of interpretation or changes to operating procedures, which are issued for use by operating personnel in the interim, until the operating procedures are appropriately updated.

Operating bulletins and/or training bulletins are intended to be temporary in nature and will serve to clarify contents of the Operating Procedures.  Bulletins are intended to expire after a short time without requiring any change to other documents.

	1
	REVIEW the operating manual section containing operating memos, instructions, and operating & training bulletins for the following:

· Interim operating instructions

· Alerts of approved changes to other Operating Manual documents and volumes

· Other relevant operating instructions

	2
	DETERMINE if new or revised operating instructions were issued since the last verification of the operating manual was made.

	3
	IF new or revised operating instructions were issued, THEN VERIFY which system operator positions and operating procedures may be affected.

	4
	VERIFY that the affected system operator positions are aware and understand the new or revised operating instructions.

	5
	IF clarifications are needed, THEN REQUEST clarification from the Manager, System Operations.


2.10 Transferring Shifts

	2.10.1 Verify Completed Daily Shift Reports

	Step #
	Procedural Steps

	1
	VERIFY completed shift log.

	2
	VERIFY completed reports and log entries resulting from “Shift Supervisor Procedures.”  


	2.10.2 Deliver Oral Shift Report to Entering Shift Supervisor

	Step #
	Procedural Steps

	1
	OUTLINE comments on the following areas:

· Forced Outages

· System Reserves

· System Conditions

· Market Conditions

· Forecasted Congestion

· System Disturbances, if any occurred

· New or modified operating procedures
· Shift Staffing information including staff assigned to back-up control center

	2
	REQUEST understanding and acknowledgement from entering Shift Supervisor.


2.11 Formulating Recommendations for Operating Procedure Changes

	2.11.1 Communicate Procedure Changes

	Step #
	Procedural Steps

	1
	When changes to operating procedures are approved, INFORM the System Operators and have them review the change(s) and sign the attendance sheet for each change. (The attendance sheet is located in the Taylor Control Center.)

	2
	VERIFY which System Operator positions and operating procedures were affected.

	3
	VERIFY that the affected System Operators are aware and understand the new or revised operating instructions.


	2.11.2 Official Copies of Manuals and Guides

	Step #
	Procedural Steps

	1
	Ensure that only one official updated copy of the Protocols Manual, Operating Guide, and Operating Procedures Manual are kept at each Operating Desk.

	NOTE:
	Employees that want their own personal copies are responsible for making them themselves.

	2
	Personal copies of Protocols Manual, Operating Guide, and Operating Procedures Manual ARE NOT allowed at the duty desk.


2.12 Conducting Supervisory Responsibilities

	2.12.1 Monitor Performance of On-Shift System Operators, Advise and Coach or Assist System Operators as Required

	Step #
	Procedural Steps

	1
	SELECT at least one week per month to make observations and take notes on the performance of the system operators.

	2
	OBSERVE and TAKE notes on the performance of the system operators during special events and system emergency conditions.

	3
	KEEP observations and notes as supporting information for On-The-Job Performance Evaluation.

	4
	ADVISE, ASSIST, AND COACH system operators when requested or as needed.


	2.12.2 Coordinate Adjustments to Shift Personnel Schedules

	Step #
	Procedural Steps

	1
	ADJUST system operator’s shift schedules for:

· Scheduled vacation leave periods

· Schedule or unscheduled sick periods

· Training needs

· Special assignments

· Other unscheduled leaves of absence

	2
	COORDINATE system operator replacements for any coordinated leave.


	2.12.3 

	
	

	
	

	
	

	
	


	2.12.4 Implement ERCOT Personnel and Company Standards 

	Step #
	Procedural Steps

	1
	IMPLEMENT the policies described in the ERCOT Employee Corporate Standard Manual as needed.

	2
	ASSIST system operators in observing the standards described in the ERCOT Employee Corporate Standard Manual as needed.

	3
	DISCUSS any violations of the standards described in the ERCOT Employee Corporate Standard Manual with the system operators as needed.

	4
	DISCUSS any continuous and persistent non-compliance of a system operator with the standards described in the ERCOT Employee Corporate Standard Manual with the Manager, System Operations as needed. 

	5
	EXECUTE any remedial actions recommended or instructed by the Manager, System Operations.


	2.12.5 Identify Training Needs of System Operators

	Step #
	Procedural Steps

	NOTE:
	Under performance by a system operator is generally remedied by additional training. Clear indications of under performance obtained from periodic performance reviews, and on the job-performance observations should indicate to the Shift Supervisor the need to consider training options.

	1
	REVIEW performance review results and periodic job performance observation notes at least once every three months.

	2
	IDENTIFY training needs of a system operator or group of system operators in any of the following areas:

· System Operations
· Employee standards
· General skills required in performing assigned system operator duties

· New or modified operating procedures or instructions

· Other areas not covered by Operating Procedures, Operating Guidelines, or established system operator training

	3
	REVIEW record of training needs of each system operator in the crew.

	4
	SCHEDULE required training for each system operator with ERCOT Training Department.

	5
	FOLLOW progress of system operators training.

	6
	DISCUSS effectiveness of training program related to system operator job performance with Manager, System Operations and ERCOT Training Department at least once every six months.

	7
	MAKE recommendations on system operator training program as needed.


2.13 Representing System Operators in Staff Meetings and Special Projects

On a periodic basis, the Shift Supervisor will participate in ERCOT Operations staff meetings and serve as Subject Matter Expert on ERCOT Special projects as designated by the Manager, System Operations.

These duties may require the Shift Supervisor to physically leave the control center to attend meetings related to these duties.  Unless relieved of their shift assignments by another Shift Supervisor, a Shift Supervisor assigned to these temporary duties will make use any communications method available to keep in contact with the control center during their absence.

As described in previous procedures, the Shift Supervisor may temporarily assign certain duties to another system operator on-shift or request additional assistance from system operators assigned to the back-up control center.

	2.13.1 Participate in Periodic Operations Meetings

	Step #
	Procedural Steps

	1
	KEEP a schedule of regularly coordinated operations meetings.

	2
	ASSIGN temporary duties to other system operator while attending operations meetings or special operation projects as needed.

	3
	TRANSFER shift to selected system operator charged with temporary Shift Supervisor duties.

	4
	CARRY and MONITOR a readily available communications device (e.g. mobile radio, mobile telephone, or pager).

	5
	VERIFY that assigned system operator knows how to contact the Shift Supervisor via the available communications device.


3. APPENDICES/ATTACHMENTS

3.1 Appendix 1:  Emergency Communication/Notification Guidelines

Supervision Coverage/Staffing

Unless otherwise specified, the Manager, System Operations is the designated management contact.  Notification of any individual on the contact list will result in that individual assuming the responsibility to make, or designate someone to make, all other required contacts in the circumstances.

Weekdays

At least one of the following will be available by pager or by designated telephone or location:

· Manager, System Operations
· Designated Operations Engineer

After Hours, Weekends, & Holidays

The Manager, System Operations or the Designated Operations Engineer and/or Lead Outage Coordinator will normally be available by pager or by designated telephone or location.

At least one of the following will be available and on call:

· Manager, System Operations
· Designated Operations Engineer

Notifications Outside of ERCOT Office Hours


a. General criteria to call the designated contact

· Whenever he/she should be included in coordination and/or decision making

· To inform him/her so that management can adequately respond to questions from outside parties

· Whenever unusual operations need to be communicated to upper management and others

· Whenever his/her assistance is needed


b. Specific circumstances to call the designated contact (not all-inclusive)

· When an Emergency Notice is issued or being considered

· When the EECP is implemented

· Major problems in ERCOT that may endanger system security

· Implementation of a two-day market due to impending weather or system security conditions

· Weather conditions that may cause major problems for ERCOT Market Participants and Transmission Operations

3.2 Appendix 2:  Media Appeals for Voluntary Load Curtailments

Section 5.6.7 of the ERCOT Protocols specifies steps in the Emergency Electric Curtailment Plan (EECP).  Step 2 of the EECP states:

Unless such a media appeal is already in effect, ERCOT staff shall issue an appeal through the public news media for voluntary energy conservation.
In addition to measures listed above, Section 5.6.6.1 of the ERCOT Protocols specifies:

ERCOT, at management’s discretion, may at any time issue an appeal through the public news media for voluntary energy conservation.  

Decision to Make Media Appeals

1. Medial appeal is required in EECP Step 2.

2. Prior to entering EECP, the decision to make medial appeals must be authorized by the ERCOT Chief Executive Officer or designee. The Manager, System Operations or the Director, Grid Operations will promptly notify the Operations Shift Supervisor of the decision on initiating media appeals for voluntary load curtailment.
Procedure for Media Appeals

Operations Shift Supervisor
The Operations Shift Supervisor will notify the Manager, System Operations or the Director, Grid Operations that an appeal for voluntary load curtailment is necessary.

Administrative

The Manager, System Operations or the Director, Grid Operations will contact the Manager of Communications or designee and notify them that a media appeal for voluntary load curtailment is necessary. 

Termination of Media Appeal

When System Operations has determined that the voluntary load curtailment is no longer necessary:

Operations Shift Supervisor
The Operations Shift Supervisor will notify the Manager, System Operations or the Director of Grid Operations the appeal for voluntary load curtailment is no longer necessary.

Administrative
The Manager, System Operations or the Director, Grid Operations will contact the Manager of Communications or designee and notify them that the media appeal for voluntary Load curtailment is no longer necessary. 

3.3 Appendix 3  ERCOT EECP and NERC EEA Notifications Requirements
	Condition
	Notified Entity
	Notification Type
	Time
	How Notified
	Update Requirements

	EEA 1
	NERC
	RCIS
	ASAP
	Via web link
	As changes occur, minimum of 1 hour.

	EECP 1

EEA 1
	ERCOT Compliance

NERC & DOE
	Event Investigation Form

RCIS
	≤ 1 Hour

ASAP
	E-mail

Via web link
	As changes occur, minimum of 1 hour.

	EECP 2,

EEA 2
	ERCOT Compliance

NERC & DOE
	Event Investigation Form

RCIS

EIA-417 - Schedule 1 

EIA-417 – Schedule 2 
	≤ 1 Hour

ASAP

1 Hour

48 Hours
	E-mail

Via web link

DOE web link

DOE web link
	As changes occur, minimum of 1 hour.

	EECP 3,

EEA 2
	ERCOT Compliance

NERC & DOE
	Event Investigation Form

RCIS

EIA-417 - Schedule 1 

EIA-417 – Schedule 2 
	≤ 1 Hour

ASAP

1 Hour

48 Hours
	E-mail

Via web link

DOE web link

DOE web link
	As changes occur, minimum of 1 hour.

	EECP 4,

EEA 3

IROL
	ERCOT Compliance

NERC & DOE

NERC
	Event Investigation Form

RCIS

EIA-417 - Schedule 1 

EIA-417 – Schedule 2

NERC Prelim. Report

Final Report

NERC Prelim. Report
	≤ 1 Hour

ASAP

1 Hour

48 Hours

24 Hours

60 Days

72 Hours
	E-mail

Via web link

DOE web link

DOE web link
	As changes occur, minimum of 1 hour.

	Alert 0
	NERC
	RCIS


	ASAP
	Via web link
	Upon termination of EEA


NOTE:  RCIS - Reliability Coordinator Information System

EEA – Energy Emergency Alert

LINKS:

RCIS - https://scis.nerc.net/scis.asp
NERC - ftp://www.nerc.com/pub/sys/all_updl/oc/dawg/NERC_EOP-004-1_Form.doc
DOE - ftp://ftp.eia.doe.gov/pub/electricity/eiafor417.doc
ERCOT Compliance Form - Attachment B
3.4 Attachment A:  Request for Unit Testing

Attachment A:

I _______________________ representing _________________ company do verify that

          (company representative) 

Generating unit _________________ located in ________________ county must be

                    
        (registered name)

Tested to _______________________ MW for the following reason(s):

         (MW value or Maximum)

_________________________________________________________________________  

_________________________________________________________________________ 

_______________ proposes ____________________________ as the time period of this test

       (company name)     

       (proposed date/time range)

and request that during this test period ERCOT avoid deploying this unit with unit specific instructions.

E-mail address and fax number for response: ____________________________________ 

3.5 Attachment B:  Event Investigation Form – ERCOT Compliance
Operator  

Event  

Brief Explanation of what occurred: 
Operational Impact:
Date/Time 

Contact Information

Company 
Person 
Was this event DOE or NERC Reportable? 
[image: image2.png]
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