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ABSTRACT
As renewable energy penetration increases and system inertia lev-

els drop, primary frequency response is becoming a critical concern.

To address this problem the Electric Reliability Council of Texas

(ERCOT) is introducing a Fast Frequency Responsive (FFR) reserve

product to the electricity market that helps to arrest frequency

decline in the event of a large generator outage. This reserve type is

required to be capable of nearly instant deployment of allocated re-

serve, which di�ers from traditional Primary Frequency Responsive

(PFR) reserve that exhibits ramping limitations on power output.

This paper derives a real-time co-optimization problem from �rst

principles that ensures the reserve allocation is su�cient to arrest

frequency decline before reaching some critical frequency threshold.

The reserve constraints that are introduced capture the coupling

between PFR reserve, FFR reserve, and system inertia, which is

assumed constant in the context of the real-time market. Numerical

results illustrate this coupling via a realistically large representation

of the Texas power system.
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1 INTRODUCTION
Increasing penetration of renewable energy has raised concern

for a potential future degradation of system frequency response.
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Wind and solar generation have two key features that raise this con-

cern, namely they lack inertia and they exhibit random/intermittent

power output [4]. In response Independent System Operators (ISOs)

throughout North America have shown interest in introducing prod-

ucts in the electricity market that intend to improve the frequency

response of the system. Some of these products aim to contribute

to primary frequency response by arresting frequency decline [5].

Other existing products aim to contribute to secondary frequency

response by restoring nominal frequency after the frequency has

been arrested [13]. There has been recent interest in a Fast Fre-

quency Responsive (FFR) reserve type that can be fully deployed

almost instantly as a means of improving primary frequency re-

sponse [11]. This new reserve type exploits the fast response of

either battery storage or load shedding. FFR reserve contrasts with

standard Primary Frequency Responsive (PFR) reserve that exhibits

ramping limits imposed by turbine governor dynamics. This pa-

per studies the interaction between FFR reserve, PFR reserve and

inertia. A reserve constraint is derived that can be included in a

real-time co-optimization problem and couples these three services.

The proposed constraint ensures that the frequency will be arrested

before reaching some critical frequency threshold in response to a

speci�ed maximum loss of generation.

The Electric Reliability Council of Texas (ERCOT), the ISO in

Texas, is a single balancing authority that has no synchronous

connections to other balancing regions. Recently having reached

over 50% instantaneous wind penetration [3], ERCOT is faced with

the task of maintaining adequate primary frequency response.

To address this issue, ERCOT plans to introduce an FFR prod-

uct intended to accommodate both battery storage and under-

frequency load shedding as described in the Nodal Protocol Re-

vision Request (NPRR) 863 [6]. ERCOT additionally plans to intro-

duce co-optimization into the real-time market as opposed to the

current real-time market design that optimizes reserve separately

from generation dispatch [7, 12]. Recent work has developed a co-

optimization problem that couples FFR and PFR reserve using an

equivalency ratio that they denote α [10, 11]. This co-optimization

problem treats 1 unit of PFR reserve equivalently to α units of FFR

reserve and determines the equivalency ratio via simulation.

The distinguishing characteristic between FFR and PFR reserve is

their di�erence in ramping ability. Although the equivalency ratio

in [11] intends to capture this key characteristic, ramping ability is

not directly represented in their proposed co-optimization problem.

In contrast, we derive a co-optimization problem from �rst princi-

ples that directly accounts for the ramping ability of both reserve

types. Our work extends that of [2], which introduces a constraint

into the co-optimization problem that limits each generator’s PFR

reserve allocation based on their individual ramping ability. We ex-

tend this work by introducing FFR reserve into the co-optimization

https://doi.org/10.1145/3307772.3335319
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problem. In this context each generator’s PFR reserve allocation is

limited by an increasing function of the total FFR reserve procured.

We additionally specify the pricing implications and show that our

formulation results in an FFR reserve price that is lower bounded

by the PFR reserve price.

The remainder of the paper is organized as follows. Section 2

details our model of the system frequency response to a large gen-

erator outage, highlighting inertia, FFR reserve, and PFR reserve

as the three main contributors to arresting frequency. Section 3

derives a su�cient condition for reserve procurement that guar-

antees that the frequency nadir lies above some critical minimum

frequency threshold in response to a speci�ed maximum generator

outage. Section 4 places this su�cient condition in the context of

a real-time co-optimization problem that treats inertia as being

�xed. Section 5 numerically illustrates the coupling of PFR and FFR

reserve using a large test case representing the Texas system.

2 MODELING THE FREQUENCY RESPONSE
TO A LARGE GENERATOR OUTAGE

Many ISOs require su�cient reserve to cover a speci�c amount

of generation loss. For example, ERCOT requires reserve that can

withstand an outage of the two largest generators [11]. This section

outlines a simpli�ed model of the system response to a large loss

of generation in the amount L. We begin by characterizing the

contributions of inertia, PFR reserve, and FFR reserve. We then

model the aggregate response of the system as a whole.

2.1 Three Contributors to Arresting Frequency
The three main contributors to arresting frequency are inertia, PFR

reserve, and FFR reserve. Each of these three contributors to the

frequency response will now be modeled in detail. Throughout the

section we will emphasize the conservative nature of each model

that results in an underestimate of the frequency trajectory that

would be realized.

2.1.1 Inertia and Frequency Dynamics. The voltage frequency at

time t is modeled as being the same at each generator in the system

and is denoted f (t ). The total post-outage inertia in the system isM
and represents the sum of inertia values for all generators that are

still in service after the outage. The simpli�ed system dynamics are

represented by the swing equation, which is expressed as follows:

df (t )
dt =

1

M (1†m(t ) − e (t )), (1)

wherem(t ) ∈ Rn represents the vector of mechanical power input

from the turbine governor of each generator in the system and

e (t ) ∈ R represents the total electrical demand in the system. The

number of generators in the system is denoted n, the vector of ones
is denoted 1, and a superscript dagger † represents the transpose

operator. This model makes the common assumption that there

is no system damping. The nominal frequency is denoted f0 and
will be assumed to be the frequency just prior to the time of the

generator outage.

2.1.2 Primary Frequency Responsive Reserve. Generators providing
PFR reserve typically respond to local frequency via droop control.

During droop control the reference mechanical power output of

each generator’s turbine governor is set to be proportional to the

generator’s local frequency deviation and imposes a dead-band of

∆1 := f0 − f1 where f1 < f0 represents the low end of the dead-

band. The reference mechanical power output then traverses the

turbine governor dynamics of the generator to produce realized

mechanical power output. These turbine governor dynamics can

be very complicated and are not detailed in our work, see [9].

Fortunately, we need only characterize each generator’s turbine

governor response to the very speci�c situation where a large loss

of generation occurs. Such a response is similar to that of a step

response in the reference mechanical power output because of the

fast frequency drop. This type of response is illustrated in �gure 1,

where the amount of PFR reserve for generator i is denoted by

ri and the mechanical power output of the turbine governor for

generator i at time t is denotedmi (t ). The dispatched generation

for generator i is denoted pi and the mechanical power output of

generator i is assumed to match its dispatched generation pi at the
time of the generator outage t = 0, e.g.mi (0) = pi .

Figure 1: Turbine governor response to generator outage.
Similar to [2], we will represent the response in the mechanical

power using a constant ramp rate κi and a constant time delay ϵ .
We will assume ϵ is the same for each generator. On the other hand

κi represents a generator speci�c ramping constant that is chosen

in a way that underestimates the mechanical power output of the

turbine governor. Since this model underestimates the mechani-

cal power output of the turbine governor, the modeled frequency

trajectory will underestimate the realized frequency trajectory.

2.1.3 Fast Frequency Responsive Reserve. Fast Frequency Respon-

sive (FFR) reserve can be fully deployed instantaneously and repre-

sents either deployment of battery storage or load-shedding. Fur-

thermore, the FFR is triggered when the frequency drops below a

frequency threshold of f2 < f1. Note that this frequency threshold

is typically signi�cantly lower than the frequency f1 corresponding
to the dead-band of droop control. In fact, FFR reserve is considered

a reserve type that is deployed only during emergencies as opposed

to PFR reserve which is used regularly during droop control. Fur-

thermore, the amount of FRR reserve for FFR unit i is denoted bi
and is non-negative. When deployed, the FFR reserve decreases the

electrical demand in the system e (t ). We additionally introduce the

non-negative constant ∆2 := f1 − f2.

2.2 System-Wide Frequency Response Model
This subsection provides a simple model of the frequency response

exhibited by the system in response to a large generator outage. The

response in system frequency f (t) and power imbalance 1†m(t)−e (t)
is shown by the solid black trajectories in �gure 2. These trajec-

tories satisfy the swing equation (1) and so the frequency f (t ) is
proportional to the integral of the energy imbalance curve.
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As shown in �gure 2, the PFR reserve is deployed at time t1 when
the frequency falls below the dead-band threshold of f1 = f0 − ∆1

but the ramp of mechanical power 1†m(t ) begins after a time delay

of ϵ . The frequency is f0 − ∆1 − δ1 at the time the ramp begins

t1 + ϵ . The PFR reserve is modeled as ramping with constant ag-
gregate ramp rate K . While the PFR reserve is ramping up the FFR

reserve is deployed. The FFR is instantaneously deployed at time

t1 + ϵ + t2 when the frequency falls below the dead-band threshold

of f2 = f0 − ∆1 − ∆2. Subsequently, the ramp continues until the

mechanical power input of the turbine governors meet the elec-

tric power demand of the system at time tNAD, at which point the

frequency nadir is realized, denoted fNAD.

Remark 1. Based on the model from the previous subsection

the summed mechanical power output of PFR generators 1†m(t )
will not exhibit a constant aggregate ramp rate, K . In fact, some

generators may deploy all PFR reserve before the frequency nadir

is reached, in which case the aggregate ramp rate will e�ectively

decrease over time. Section 3.2 will explain why using a constant

aggregate ramp rate K is a conservative model of the aggregate

behavior of the PFR reserve.

Figure 2: This plot is not drawn to scale. The top plot shows
the energy imbalance over time. The main power trajectory
is shown as a solid black line. The dashed gray line repre-
sents a trajectory with a slightly increased aggregate ramp
rate K . Six non-overlapping regions are colored and labeled
A through F . The bottomplot shows the frequency trajectory
corresponding to the main power trajectory.

Notice that ϵ , ∆1, ∆2, f0, f1, and f2 are all non-negative constant
parameters. The swing equation (1) allows us to derive expressions

for the other parameters by computing the integral of the power

imbalance curve in �gure 2. In this way it can be shown that:

δ1 =
1

M ϵL and δ2 = ∆2 −
1

M ϵL, (2)

t1 =
M∆1

L and t2 =
1

K (L −
√
L2 − 2KMδ2). (3)

We will additionally impose a few assumptions regarding the

response of the system. Speci�cally, we assume the deployment

of FFR reserve occurs in the middle of the PFR reserve ramp. This

seems to be a good assumption because PFR reserve is typically

deployed at a dead-band threshold ∆1 that is much tighter than the

FFR reserve dead-band threshold ∆1 +∆2. Furthermore, we assume

there is enough reserve to restore power balance and we assume

that the power imbalance 1†m(t)−e (t) remains non-positive after the

FFR reserve is deployed. These assumptions are stated as follows:

Assumption 1. We assume the constant parameters are such

that the FFR is deployed during the PFR ramp:

δ1 =
ϵL
M ≤ ∆2 and ∆1 + ∆2 ≤ f0 − fNAD (4)

We assume there is su�cient reserve to restore power balance and

the power imbalance remains non-positive immediately after the

FFR reserve is deployed:

1†b + 1†r ≥ L and Kt2 + 1†b ≤ L (5)

As in ERCOT NPRR 863 [6], the frequency thresholds are set to

f0 = 60Hz, f1 = 59.9833Hz, and f2 = 59.8Hz. These parameters

will be used in all numerical results in this paper along with a PFR

time delay of ϵ = 0.5 seconds. Furthermore, L is set to 2750MW to

represent the loss of the two largest generators in ERCOT. With

these parameters, the assumption from equation (4) holds.

Remark 2. Future work should focus on situations where as-

sumption 1 does not hold. For example, we could accommodate

FFR reserve being triggered before or after the PFR ramp. We could

also accommodate the situation where FFR reserve deployment

immediately results in a positive energy imbalance.

3 REQUIREMENTS FOR ADEQUATE RESERVE
PROCUREMENT

The main purpose of primary frequency response is to arrest the

frequency decline in response to a large generator outage before

the frequency drops past a critical threshold fmin that could cause

damage to generators and/or trigger large scale shedding of �rm

load. This subsection derives a su�cient condition for PFR and FFR

reserve to withstand a speci�c generator outage of size L.

3.1 Minimum Aggregate Ramp Rate
The frequency nadir increases with the aggregate ramp rate K .
Equivalently, the frequency deviation ∆f := f0−fNAD decreases with

the aggregate ramp rate. To see this �rst notice that the frequency

deviation corresponding to the main power trajectory illustrated

in �gure 2 can be expressed as ∆f := 1

M (A+B+D+E+F ), where cap-
ital letters represent the shaded area indicated in the �gure. Now

consider a slight increase in aggregate ramp rate K , resulting in the

energy imbalance curve illustrated by the dashed gray line. Notice

that the FFR reserve is now triggered later in time because the

frequency does not decline as fast. The frequency deviation can
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now be expressed as ∆f ′ := 1

M (A+C+D+F ). Since the FFR reserve

is always deployed instantaneously and fully at the same frequency

f2, the area under the curve prior to the FFR deployment will re-

main constant for all aggregate ramp rates. As a result we must

have B = C + D and thus the following holds:

∆f = 1

M (A +C + 2D + E + F ) > 1

M (A +C + D + F ) = ∆f ′ (6)

This analysis implies that the frequency deviation ∆f is strictly

monotonically decreasing in the aggregate ramp rate K . Equiva-
lently, the frequency nadir fNAD is strictlymonotonically increasing

with the aggregate ramp rate K . As a result there exists a unique
ramp rate Kmin such that the frequency nadir is fNAD = fmin. Fur-

thermore, all aggregate ramp rates greater than thisminimum aggre-
gate ramp rate Kmin will satisfy the minimum frequency threshold,

e.g. fNAD ≥ fmin. The following result provides an expression for

Kmin where the sum of all FFR reserve is denoted
˜b := 1†b and a

constant is introduced as ∆3 := f0 − ∆1 − ∆2 − fmin.

Proposition 1.Under assumption 1, the frequency nadir satis�es
the minimum frequency threshold fNAD ≥ fmin if the aggregate ramp
rate satis�es K ≥ Kmin where:

Kmin=

(
˜b
√
∆3 −

√
(∆2 + ∆3 −

1

M ϵL)L2 − (∆2 −
1

M ϵL) ˜b2
)2

2M (∆2 + ∆3 −
1

M ϵL)2
(7)

Proof: The nadir frequency can be related to the aggregate ramp

rate using the swing equation (1). From the integral of the energy

imbalance curve in �gure 2, this relationship is as follows:

M ( f0 − fNAD)=L(t1+ϵ )+(L−Kt2)t2+
1

2
t2
2
K+ 1

2K (L−Kt2− ˜b)
2

(8)

=M∆1+Lϵ+
1

2K (L− ˜b)2+ ˜bt2 (9)

=M∆1+Lϵ+
1

2K (L− ˜b)2+ ˜b 1

K

(
L−
√
L2−2KMδ2

)
(10)

Step (8)-(9) uses t1 =
M∆1

L and performs additional algebra. Step

(9)-(10) expresses t2 as t2=
1

K L − 1

K

√
L2 − 2KMδ2. We will now set

fNAD= fmin and solve (10) forKmin. Note that there is only one such

Kmin and any K>Kmin will result in a nadir frequency fNAD> fmin

because fNAD is strictly monotonically increasing in K .
First, let’s introduce the constant ω = f0 − fmin − ∆1 −

1

M ϵL to

simplify notation. From equation (10) we have the following:

˜b
√
L2 − 2KMδ2 =

1

2
L2 + 1

2

˜b2 − KMω (11)

Note that both sides of this equation are real and non-negative, else

t2 from equation (3) would be complex. Squaring both sides and

rearranging gives the following quadratic equation in K :

M2ω2K2+ (2M ˜b2δ2− (L
2+ ˜b2)Mω)K+ 1

4
(L2+ ˜b2)2− ˜b2L2 = 0 (12)

This quadratic equation has two solutions, denoted K?
+ and K?

− ,

written as follows:

Mω (L2+ ˜b2)−2M ˜b2δ2±
√
(2M ˜b2δ2−Mω (L2+ ˜b2))2−M2ω2 ((L2+ ˜b2)2−4 ˜b2L2)

2M2ω2

Algebraically rearranging the descriminant results in the follow-

ing equivalent expression for K?
+ and K?

− :

K?
± =

ω (L2+ ˜b2)−2 ˜b2δ2±2 ˜b
√
ω − δ2

√
ωL2 − δ2 ˜b2

2Mω2
(13)

Under the assumption that Kmin = K?
− where ± takes the sign

−, the result follows by factoring the numerator of the previous

expression and replacing ω = ∆2 + ∆3 −
1

M ϵL and δ2 = ∆2 −
1

M ϵL.
Let’s now show that ± cannot take the sign +. Suppose it can

take the sign +. Then K?
+ solves equation (11) and thus results in

a real non-negative LHS and RHS of (11). Furthermore, K?
− ≤ K?

+

and so the LHS and RHS of (11) remain real and non-negative when

evaluated at K?
− . Since K?

− solves (12) and results in a real non-

negative LHS and RHS of (11), K?
− must also solve (11). Thus K?

−

and K?
+ result in the same nadir frequency. This contradicts the fact

that the nadir frequency is strictly monotonically increasing in the

aggregate ramp rate K . �

3.2 Su�cient Condition for Satisfying
Frequency Threshold

As stated in remark 1, the system model of a constant aggregate

ramp rate does not fully capture the response of each individual

generator. In fact, each individual generator will exhibit a ramp

rate of κi until their reserve has been fully deployed as explained in

section 2.1.2. Some generators may deploy all PFR reserve before the

frequency nadir is reached, in which case the aggregate ramp rate

will e�ectively decrease over time. That being said, the frequency

threshold is guaranteed to be satis�ed if we assume the generators

are capable of fully deploying all of their PFR reserve before the

time tmin, which represents the time of the frequency nadir at the

minimum aggregate ramp rateKmin. This is implied by the intuitive

fact that the frequency nadir rises when a generator ramps faster

than expected. This intuitive fact was illustrated in section 3.1 but

is not formally proven. This logic leads to the following result:

Proposition 2.Under assumption 1, the frequency nadir satis�es
theminimum frequency threshold fNAD ≥ fmin if the following holds:

ri ≤ κih(M, 1
†b) ∀i ∈ [1, . . . ,n] (14)

where the limit function h(M, ˜b) is as follows:

h(M, ˜b) :=
2M (∆2 + ∆3 −

1

M ϵL)2 (L − ˜b)(
˜b
√
∆3−

√
(∆2+∆3−

1

M ϵL)L2−(∆2−
1

M ϵL) ˜b2
)2 (15)

Sketch of Proof: Following from the discussion, the frequency

threshold will be met if each generator is capable of deploying

all of its PFR reserve before the time tmin. This requirement is

mathematically written as follows:

ri ≤ κi (tmin − t1 − ϵ ) = κi
L−1†b
Kmin

(16)

Substituting Kmin with its expression from (7) gives the result. �

The function h(M, ˜b) is convex in its second argument, which

makes constraint (14) a non-convex constraint. Figure 3 provides

example plots of h(M, ˜b) as it varies in its second argument
˜b for

di�erent values of inertiaM . Notice that this function is increasing

inM and
˜b. As a result constraint (14) allows more PFR reserve to

be allocated to a generator if the inertia is higher, if the total FFR

reserve allocation is higher, or if it has a larger ramp rate κi .

4 REAL-TIME CO-OPTIMIZATION
The real-time market in ERCOT will soon introduce FFR reserve

and retain the already existing PFR reserve. Furthermore, ERCOT



Real-Time Co-Optimization:
Interdependent Reserve Types for Primary Frequency Response

e-Energy ’19, June 25–28, 2019, Phoenix, AZ, USA

Figure 3: Function h(M, ˜b) with parameters from section 5.

is changing its current practice of optimizing the reserve allocation

separately from dispatch decisions. Speci�cally, ERCOT will soon

implement real-time co-optimization by incorporating PFR and FFR

reserve into the economic dispatch problem. This section proposes

a real-time co-optimization problem that incorporates the su�cient

condition for reserve allocation from the previous section.

4.1 Problem Formulation
The the real-time co-optimization problem maximizes social wel-

fare, or equivalently minimizes the total system cost, subject to all

system constraints. Without loss of generality we assume there is

one generator and one FFR unit located at each bus in the trans-

mission system. The non-negative decision variables represent the

vector of nodal dispatched generation p ∈ Rn+, nodal PFR reserve

r ∈ Rn+ and nodal FFR reserve b ∈ Rn+, where n is the number of

nodes (or buses) in the system. The vector of �xed nodal demand

is denoted d ∈ Rn . The convex generator cost function is denoted

c (p). Convex cost functions pertaining to PFR and FFR reserve are

denoted c1 (r ) and c2 (b) respectively. The real-time co-optimization

problem is written as follows:

min

b ∈Rn+,p∈R
n
+,r ∈R

n
+

c (p)+c1 (r )+c2 (b) (17)

st : 1† (p − d ) = 0 (17a)

H (p − d ) ≤ T̄ (17b)

L ≤ 1
†r + 1†b (17c)

ri ≤ κih(M, 1
†b) ∀i ∈ [1, . . . ,n] (17d)

p + r ≤ p̄ (17e)

b ≤ ¯b (17f)

r ≤ r̄ (17g)

Constraint (17a) represents the overall system power balance

constraint. Constraint (17b) represents the line limits, whereH is the

matrix of shift factors. The su�cient condition from the previous

section is incorporated into constraints (17c) and (17d). Constraint

(17e) ensures that generators providing PFR have su�cient head-

room to produce the reserve they are allocated. Constraints (17f)

and (17g) enforce the o�ered limits of FFR reserve and PFR reserve.

Note that this formulation assumes Kt2 + 1†b ≤ L as in assumption

1. This additional linear constraint should be enforced if the FFR

reserve o�ers
¯b are signi�cantly large.

4.2 Economic Implications
Many electricity markets today set reserve prices based on the

Lagrange multiplier of a reserve requirement constraint that is

analogous to constraint (17c), which we will denote λ. Constraint
(17d) allows the co-optimization problem to capture marginal costs

associated with the ramping abilities of FFR reserve and PFR re-

serve. According to this formulation, the PFR reserve price for

generator i is λ − γi and the FFR reserve price for all FFR units is

λ + γ †κ∇h(M, 1†b?) where γ ≥ 0 is the vector of Lagrange mul-

tipliers for constraint (17d). These reserve prices ensure that PFR

generators and FFR units are dispatched at values that maximize

their pro�t under the price taking assumption.

4.3 Accommodating non-convexity
There are many potential methods of accommodating the non-

convexity presented by constraint (17d). First, iterative algorithms

can be used to solve the non-convex economic dispatch problem to

a local minimum. This is the method used in the numerical results

of this paper. Second, the function h(M, ·) can be approximated

using Taylor expansions around some base-case FFR allocation.

This method would result in a linear program under the assumption

that cost functions are linear. Third, the function h(M, ·) can be

conservatively approximated by a piecewise linear function. The

resulting problem can be formulated as a Mixed Integer Program

(MIP) under the assumption that the cost is linear. Furthermore, a

good approximation of h(M, ·) only requires a few integers to be

introduced, resulting in a MIP that is very easy to solve. Finally, the

co-optimization problem can be made convex under the assumption

that the cost function for FFR reserve is zero, e.g. c2 (b) = 0. This

convex reformulation introduces a decision variable
ˆb :=h(M,1†b).

Future work will investigate each of these options.

5 NUMERICAL RESULTS
This section studies the coupling between FFR and PFR reserve

in the co-optimization problem (17). A realistically large 2000 bus

test case is used that represents the electric power system in Texas

described in [1] and [14]. We intend to illustrate the e�ect of in-

creasing FFR reserve o�ers 1† ¯b in a low inertia setting where the

FFR reserve cost is assumed to be zero c1 (b) = 0. Since the FFR

reserve cost is zero, the FFR reserve is always fully dispatched. The

interior point algorithm from the MATLAB package TOMLAB [8]

is used to solve problem (17) to a local minimum. This algorithm

requires approximately 25 seconds to converge.

The 50 natural gas generators with the largest capacity are se-

lected to provide PFR reserve and their maximum PFR reserve o�er

is set to 20 percent of their capacity, e.g. r̄i = .2p̄i . The ramp rate

κi = 20MW/s and the delay ϵ = 0.5s are the same for each PFR re-

serve generator i and were determined using a dynamic simulation

of a loss of the two largest generators amounting to about 2750MW.

The frequency thresholds are set to values that match the ERCOT

NPRR 863 [6]. Speci�cally, the PFR threshold is f1 = 59.9833Hz, the

FFR threshold is f2 = 58Hz, and the minimum frequency threshold

is fmin = 54Hz, which represents the threshold at which �rm load

is shed. We additionally analyze a loss of generation in the amount

of L = 2750MW, which represents the two largest nuclear plants in

Texas. A low post-outage inertia ofM = 10GWs is assumed and is

represented in the plot of the limit function in �gure 3.
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Figure 4: PFR allocation for increasing FFR o�ers.

Figure 5: Reserve payments and cost savings.

Figure 4 plots the PFR allocation to each PFR reserve generator

as the total FFR o�er 1† ¯b increases from 0 to 1000MW. When the

FFR o�er increases past 1000MW the price of reserve becomes zero

and the co-optimization problem has multiple solutions, making it

di�cult to analyze. Notice that assumption 1 is satis�ed with the

selected parameters and for the selected range of FFR o�ers. As the

total FFR reserve o�er increases it replaces the most expensive PFR

reserve. As a result the PFR reserve allocation does not decrease

uniformly among all generators, but instead sparsely decreases to

zero for only one or two generators at a time.

The upper bound on the PFR reserve allocation from constraint

(17d) increases as the total FFR reserve o�er 1† ¯b increases. Inexpen-

sive generators that are operating at this upper bound are allocated

more PFR reserve as the FFR reserve o�er increases. As a result

we see PFR reserve allocation increasing for many generators from

approximately 65MW to approximately 100MW. On the other hand,

inexpensive generators that are limited by their PFR o�er r̄i do not

experience this increase in PFR allocation.

Figure 5 shows the trajectory of reserve payments as the FFR

reserve o�er 1† ¯b increases. Notice that the payments to FFR reserve

initially increase because the FFR reserve allocation is increasing.

However, when the FFR reserve o�er 1† ¯b reaches 500 MW the

payments to FFR reserve begin to decrease because the reserve

price is dropping. On the other hand, PFR reserve experiences a

steady decline of payments. The total reserve payments (including

both FFR and PFR reserve payments) also decreases as more FFR

reserve is introduced.

Increasing FFR reserve also has the bene�t of reducing total

system costs, or equivalently increasing social welfare. Figure 5

additionally plots the cost savings, which are increasing. Notice that

FFR increases cost savings in two ways. First, it replaces expensive

PFR reserve. Second, it allows more inexpensive PFR reserve to be

allocated by increasing the PFR reserve limit from constraint (17d).

6 CONCLUSIONS
This paper derives a real-time co-optimization problem from �rst

principles that incorporates two reserve types that contribute to

primary frequency response. Speci�cally, a new FFR reserve type

is considered in addition to the standard PFR reserve type. This

FFR reserve type has nearly instant ramping capabilities, as is the

case for battery storage and load shedding. The constraints of the

co-optimization problem couple the FFR and PFR reserve alloca-

tion and include a su�cient condition that guarantees the reserve

allocation is capable of arresting the frequency before it reaches

some critical frequency threshold in response to a speci�ed max-

imum generator outage. Numerical results illustrate the e�ect of

increasing FFR reserve in a low inertia setting using a 2000 bus

test case that represents the Texas power system. We show that

increasing FFR reserve o�ers decreases system costs not only by

replacing expensive PFR reserve but also by allowing inexpensive

PFR reserve to be dispatched higher. Increasing FFR reserve o�ers

additionally decreases total reserve payments.
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