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2. Overview
3. ERCOT Staff conducted a discussion on the following topics.
· 

· MISP Outage Overview
· Identified Actions
· Next Steps
· ERCOT stated they are evaluating each area of concern within the appropriate departments (e. g. legal issues within the legal department).
4. Retail Lessons Learned
· 

· Communications Roles & Responsibilities
· Maintaining Business Continuity During Event
· Business Process Impacts
· Billing and Payment Issues
· Changes to Retail Market Guide / Other OBDs?
5. Other Business / Next Steps
· The workshop attendees agreed to assign further analysis to Texas Data Transport and MarkeTrak Systems (TDTMS) and Texas SET to determine what changes need to be made to the various market guides.
· The communications guide will need to be updated to identify the responsibilities of the affected parties to notice the market immediately.
· The Testing Worksheets should be updated to include more contact information in case of another incident occurring where the email and phones were affected as well.
· Texas SET and TDTMS will review the Retail Market Guide Section 7.10, Emergency Operating Procedures for Extended Unplanned System Outages to determine language that is needed.
· TDTMS / TX SET Action Items
· Draft market communications processes/requirements for extended unplanned outages  - language should highlight the responsibility of CR or MISP acting on behalf of CR (RMGRR)
· Add a MISP definition in RMG (RMGRR)
· Look at whether the established/non-established designation need to be removed for MISPs in the TMTP (possible revision request)
· Revisit testing worksheet – update required contact information and discuss schedule for required updates 
· Codify impacted processes for extended unplanned outages in 7.10 and add language regarding post start reconciliation processes (RMGRR)
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A Market Interface Service Provider (MISP) had an outage commencing March 28, 2018.

		Day		Date		Time (approx.)		Event

		Wednesday		3/28/2018
		12:50		MISP monitoring system picked up the incident on their EDI systems, triggering their incident response system. 

								MISP EDI communications system shut down

		Thursday		3/29/2018		9:00		Later determined to be when ERCOT received its final inbound file from the MISP

						13:00		MISP contacts ERCOT Client Services, reports shutdown, and provides backup contact information.  Outage expected to last 4-8 hours.  ERCOT requests ongoing progress reports.  Help Desk ticket created.

						16:23		ERCOT receives first failure to send error to a REP using the MISP as a service provider

		Friday		3/30/2018		11:23		MISP contacts the ERCOT help desk.  No estimate of recovery provided, but at this point they expect an extended outage.  Inquiry forwarded to Client Services and Retail Operations.

								A REP contacts ERCOT to report the outage of their service provider and asks about potential work-arounds.  
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(cont.)

		Day		Date		Time (approx.)		Event

		Monday		4/2/2018
		9:30		MISP contacts Client Services to report they are still down but expect to be running that day.

						10:00		ERCOT contacted by a TDSP to see if backup MISP contact information is available.

								ERCOT contacted by three additional REPs and one end-use customer who was without power due to REP being unable to send move-in to TDSP

		Tuesday		4/3/2018		9:30		MISP indicates to ERCOT that it will be able to start testing its new NAESB server that day and that it will get back shortly to coordinate connectivity testing.

						11:30		Situation discussed at RMS..  ERCOT shared available MISP contact information.  RMS decided to hold a call with the MISP and joint TDSPs (facilitated by ERCOT)

						12:30		PUCT staff notified

		Wednesday		4/4/2018		9:00		PUCT staff called to request more information about the situation

								MISP communicated that it was making progress reestablishing connectivity but was not yet ready for connectivity testing.
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		Day		Date		Time (approx.)		Event

		Wednesday		4/4/2018
		15:00		Conference call with TDSPs, MISP and ERCOT.  MISP gave update on system restoration but no details of the cause of the incident. 

								Calls to Client Services from other REPs.

						18:30		MISP reports that it is starting connectivity testing with one large REP.

		Thursday		4/5/2018		Morning		MISP indicates it is ready for connectivity testing with ERCOT

						14:00		IT Operations begins work on reestablishing connectivity with new system.  Concerns raised about connecting without understanding the nature of the incident and additional mitigation measures.  

						16:00		PUCT update

						18:00		Connectivity effort suspended pending risk assessment from ERCOT Cyber-security.  Client Services and Retail Operations requested to arrange a follow-up call with the MISP.



(cont.)
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		Day		Date		Time (approx.)		Event

		Friday		4/6/2018		9:00		Progress call from MISP to ERCOT Client Services, indicating that many utilities and clients had been reconnected the previous day.

						11:00		Conference call with MISP in which the MISP stated they could not share the nature of the incident, but that no data was “removed” and that extensive mitigation measures were being put tin place.

						11:30		Following the update, Cyber-security determined that the reconnection risk was low and approved continued connectivity testing.  MISP notified.

						12:00		New MISP IP unblocked and connectivity testing resumes.  

						12:30		Processing of backlogged transactions begins.

						14:00		Market Notice that ERCOT has established connectivity.

						16:30		Market Notice that ERCOT has processed the entire backlog and that processing is now normal.



(cont.)
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ERCOT is reviewing the MISP outage internally to identify potential short-, medium- and long-term actions.  These might address areas such as:

Market communications regarding system outages

Enhancements to transaction processing monitoring and issue identification

Identification of the range of third parties interfacing with ERCOT systems

Cyber-security standards and communication of cyber incidents

Legal status applicable to third party relationships
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Questions
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Lessons Learned from unplanned extended CR or Service Provider outage

Market Communications:

· When a MP experiences an unplanned outage, a market notice must be sent to inform trading partners of system & transaction processing issues and would trigger a Retail market call as outlined in 7.10.


· Timelines for extended unplanned outages are defined in Retail Market IT Services SLA (greater than one hour)

· Impacted MP to describe the situation, identify known issues and provide ETA of restoration if available


· If impacted MP is CR/Service Provider, communications can be limited to affected trading partners.


· Action Item: TXSET to update the processes in 7.10(2) to add paragraph (c) pertaining to CRs and Service Providers. 

· Need to review the protocols to determine where oversight language is needed.


· Market Interface Service Provider (MISP)—need definition added


· Paragraph C includes CR and or MISP Extended Unplanned Outage notification process.

· How and when do you require an MISP to notice the market and / or facilitate a retail market conference call?


· ERCOT shall always be the coordinator of market calls. 


· The market call facilitator can be determined on a case by case basis.


· If privacy or confidentiality issues are present, the initial market conference call may be limited to the directly affected parties.


· Once enough information has been exchanged, follow up conference call may include indirectly affected parties.

· Follow-up conference calls and / or market notices shall be executed until all issues have been resolved.


· When shall other potentially affected trading partners become involved in the market calls and / or noticed of the event?

· Daily Retail market call shall be scheduled and facilitated by ERCOT and/or RMS leadership until issue resolution 

Impacted Processes:


· Review the ERCOT MIS submission method as a last resort alternative to trading partners sending / receiving EDI transactions during an MISP extended unplanned outage.


· MVI/MVO:


· Safety Net MVIs – can serve as workaround for MVIs and Reconnects, not Switches.


· Safety Net MVO (see 7.10.2) –TDSPs can only give go-ahead for SN MVOs via Retail Market Call once information has been exchanged.

· DNP/RCN (If 650 PTP transactions cannot be sent/received):


· RCN: Affected CRs only to use Safety Net Reconnect processes unless otherwise directed.

· DNP: Will not be performed for the impacted market participant for the duration of the outage.

· Switch Hold Add/Remove:


· Initiation of manual work around process to be decided on Retail Market call.


· Once initialized, CRs to use “Other” subtype as outlined in 7.10.4.1 

Post-restart Reconciliation for Service Provider Outage:

· EDI Transactions must be sent in “X” amount of days or immediately after the outage ends.

· Follow current Backdated MVIs procedure, where applicable.

· Reconnect After Disconnect for NP transaction procedure (no backdating for some TDSPs).

· How to handle reconciliation when 3rd party transactions occur prior to receiving Safety Net EDI transactions. Existing stacking logic and timing will not change for the TDSP. TDSPs will work them as received and reconciliation of out of sync conditions can be executed via MarkeTrak after the outage ends.

· See below section How to coordinate release  of EDI transactions held during outage (e. g. chronologically?) 

Billing and Payment Issues:

810 / 820: If CR has received the 810 and makes payments to the bank, but 820 remittance advice not received, work around process for payments and LPCs will be determined on a market conference call with impacted parties.



If a CR does not receive the 810, work around process for payments shall be determined on a market conference call with impacted parties.


How do we handle 867s?


