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Micro-synchrophasor	network	concept:	
Create	visibility	for	distribu4on	circuits	behind	the	substa4on	to	
support	ac4ve	management	and	integra4on	of	distributed	resources	



The	small	phase	angle δ between	different	
loca;ons	on	the	grid	drives	a.c.	power	flow	

δ = 0	

 δ 	

Power	injec;on	to	the	grid	is	greater	where	voltage	phase	angle	is	farther	advanced.	
Power	flows	from	Unit	1	toward	Unit	2.	

Synchrophasors	compare	voltage	phase	angle	at	different	loca4ons	
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Phasor	Measurement	Units	(PMUs)	

Synchronous	data	

Synchrophasors	compare	voltage	phase	angle	at	different	loca4ons	
by	cross-referencing	simultaneous	measurements,	using	same	clock	

GPS	4me	stamp	



Texas	Synchrophasor	Network			Mack	Grady,	Baylor	University	





Why	PMUs	mostly	on	transmission,		
not	distribu4on	systems	to	date?	

	
	 	 		

•  Historically,	no	need	(but	this	is	changing):	
	-		unidirec6onal	power	flow,	from	substa6on	to	load	
	-		unques6oned	stability	of	distribu6on	system	

•  Cost	/	value	proposi6on		
•  More	challenging	measurements:	frac6ons	of	a	degree	

	

Re	

Im	 Total	Vector	Error	
(TVE)	 Transmission	PMU	performance	

~	1%	TVE	is	not	precise	enough	
for	distribu;on:			
error	of	sin-1	0.01	≈	0.6o		
is	greater	than	signal	
	
	



Illustra4on:	Measured	phase	shiX	along	12kV	distribu4on	circuit	
	

Signal	of	interest	is	on	the	order	of	0.01	-	0.1o		
too	small	for	typical	transmission	PMUs	to	resolve	detailed	power	flow	
behind	the	substa6on	

voltage	phase	angle	difference	between	
PV	array	and	substa;on	

current	injected	by	PV	array	(does	
not	equal	total	line	current)	

at	60	Hz	 	1	cycle	≈	0.016	sec	
	0.1o	≈	4.6	µs	
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both	X	and	R	show	up	
in	these	expressions;		

P	and	Q	are	not	
decoupled	like	in	

transmission	

Linear	approxima;ons	derived	from	DistFlow	equa;ons	for	radial	feeders	
by	Dan	Arnold,	Roel	Dobbe	and	Michael	Sankur,	UCB	

Distribu4on	systems	are	tricky…		

…and	this	doesn’t	even	include	
three-phase	imbalance!	

this	nice	approxima;on	doesn’t	
work	



•  smaller	voltage	angle	differences	
•  more	noise	in	measurements	

		
•  different	X/R	ra6os	(inductance/resistance	of	distribu6on	lines)		

		

•  unbalanced	three-phase	systems	
•  distribu6on	network	models	tend	to	have	poor	fidelity	
•  few	measuring	points	compared	to	network	nodes	
•  lack	of	access	and	tools	to	integrate	with	other	data,	e.g.	smart	meters	

→		very	small	signal-to-noise	ra6o	

→	common	approxima6ons	rela6ng	voltage	phasors	to	
impedances	and	power	flows	are	not	okay	

→	hard	to	do	a	full	“state	es6ma6on”	

Challenges	for	distribu4on	synchrophasors	
as	compared	to	transmission:	



Event	iden4fica4on:	use	μPMU	measurements	to	detect	and	explain	
disturbance	events.	Relies	on	precision	6me	stamps	and	high-resolu6on	6me-
series	measurements,	more	than	on	accurate	absolute	or	compara6ve	mul6-
loca6on	measurements	at	a	single	point	in	6me:	
•  Automa3c	event	detec3on	and	no3fica3on.	Scan	µPMU	database	and	issue	

no6fica6ons	when	anomalies	occur,	e.g.	voltage	sags;	many	op6ons	for	
defining	thresholds.		

•  Event	classifica3on.	Categorize	events,	e.g.	dis6nguish	locally-caused	vs.	
transmission-level	voltage	sags	by	comparing	synchronized	measurements	from	
different	loca6ons.		

•  High	impedance	fault	detec3on.	Dis6nguish	between	faults	and	load	changes,	
e.g.	arc	flashes	and	motor	starts,	by	comparing	synchronized	measurements	
from	different	loca6ons.	

•  Sta3s3cal	event	characteriza3on	and	learning.	Analysis	based	on	large	
numbers	of	rapid	queries,	made	possible	by	logarithmic	search	process.	 		

Distribu4on	Synchrophasor	Applica4ons	



Distribu4on	State	Es4ma4on:	use	μPMU	measurements	in	conjunc6on	
with	other	available	data	(SCADA,	AMI)	to	es6mate	the	state	variables	
(voltage	phasors)	throughout	an	en6re	distribu6on	network,	including	
unmonitored	nodes.	

Topology	detec4on:	use	μPMU	measurements	to	assess	the	connec6vity	
or	topology	(open/closed	state	of	switches)	of	a	distribu6on	network.	

Fault	Loca4on:	use	μPMU	measurements	to	precisely	locate	faults.	
Requires	validated	model	with	impedances;	sensi6ve	to	number	and	
placement	of	µPMUs,	and	hinges	on	PT/CT	calibra6on.	

	

Distribu4on	Synchrophasor	Applica4ons	

Cyber-Security:	use	μPMU	measurements	to	detect	condi6ons	that	
are	inconsistent	with	system	status	as	expected	or	reported	elsewhere,	
to	reveal	tampering	with	data	or	physical	equipment.	



Model	valida4on:	use	ultra-precise	μPMU	measurements	to	confirm,	deny,	
or	correct	exis6ng	models	of	real-world	distribu6on	networks.		
•  Phase	(ABC)	connec3vity	iden3fica3on.	Rela6vely	straighKorward;	main	

challenge	is	accoun6ng	for	mul6ple	delta-wye	transformers	between	
measurement	points	absent	reliable	model	data.	

•  Line	segment	impedance	calcula3on.	Based	on	measured	current	and	
voltage	phasors	at	each	end	of	the	segment.	Trivial	in	principle	(V	=	IZ)	yet	
challenging	in	prac6ce	due	to	three-phase	asymmetry	and	PT/CT	errors	
that	are	large	compared	to	changes	along	a	line	segment.	

•  Device	models.	Understand	dynamic	behaviors	of	inverters	and	machines,	
including	unintended	interac6ons	and	possible	control	instabili6es.	

Distribu4on	Synchrophasor	Applica4ons	



Distributed	Genera4on	(DG)	and	Load	Characteriza4on:		
use	μPMUs	to	measure	and	understand	6me	varia6on	among	DG	and	
loads,	and	how	DG	affects	distribu6on	networks:	
•  Disaggregate	DG	from	load,	behind	net	meter	
•  Detect	reverse	power	flow.		Phase	angle	reveals	direc6on	of	current.	

Note	that	current	does	not	cross	zero	when	real	power	flow	reverses,	
due	to	the	presence	of	reac6ve	power.			

•  Load	Characteriza3on.	Assess	load	vola6lity	and	voltage	dependence	
with	high-resolu6on	measurements	and	correla6ons.		

•  Assess	DER	impacts	on	feeder	voltage	magnitude	and	vola3lity.	
Opportunity	to	apply	sta6s6cal	methods.	

•  DG	feeder	hos3ng	capacity	es3ma3on.	Support	planning	studies	
through	model	valida6on	to	beeer	predict	DG	impacts.		

Distribu4on	Synchrophasor	Applica4ons	



Phasor-Based	Control:	use	μPMU	measurements	to	determine	desired	
P	and	Q	injec6ons	or	consump6on	by	controllable	devices.	
Control	objec6ves	may	include,	for	example:		

•  voltage	profile	management	
•  loss	minimiza3on	
•  ancillary	services	coordina3on	
•  balancing	genera3on	and	load	on	a	microgrid	
•  microgrid	islanding	decisions	based	on	grid	behavior	
•  assisted	network	reconfigura3on	by	phasor	matching	across	

switch		

Distribu4on	Synchrophasor	Applica4ons	



Micro-synchrophasors	for	
Distribu4on	Systems	

Three-year,	$4.4	M	ARPA-E	OPEN	2012	project	(2013-2016)	to	
•  develop	a	network	of	high-precision	phasor	measurement	units	(µPMUs)	

and	high-speed	database	(BtrDB)	
•  explore	applica6ons	of	µPMU	data	for	distribu6on	systems	to	improve	

opera6ons,	increase	reliability,	and	enable	integra6on	of	renewables	and	
other	distributed	resources	

•  evaluate	the	requirements	for	µPMU	data	to	support	specific	diagnos6c	
and	control	applica6ons	



Micro-synchrophasors	for	
Distribu4on	Systems	

18-month,	$2M	Plus-Up	extension	project	2017-2018	
Collabora6on	with	three	commercializa6on	partners	with	different	
applica6on	foci:	

Smarter	Grid	Solu6ons:	Planning,	diagnos6cs	&	
mi6ga6on	for	high-penetra6on	PV	distribu6on		

Doosan	Grid	Tech	(formerly	1EnergySystems):	
Informa6on	infrastructure	for	distribu6on	monitoring	
and	control		

PingThings:	Stream	analysis	sooware	for	real-6me	
grid	data,	T&D	disturbance	event	detec6on	and	
analysis	
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Power	Standards	Lab	µPMU		
(developed	through	ARPA-E)		

SCADA 
measurements 

instrument sampling 
rate 512/cycle 

phasor 
measurements 

reported 120/sec 

•  built	on	PQube3	power	quality	recorder	
•  capable	of	power	quality	mode	with	512	samples	per	cycle	
•  time	stamping	to	nanosecond	precision,	microsecond	accuracy	with	GPS	
•  measures	voltage	&	current,	magnitude	&	angle	(12	channels)	
•  100V	~	690V	input	
•  120	samples	per	second	in	PMU	mode	(each	channel)		
•  local	data	buffering	+	batching	(2	min),	backup	storage	
•  connec6vity	via	Ethernet,	4G	wireless	

www.powerstandards.com	



Sample	u6lity	polemount	installa6on	of	µPMU	
including	GPS	receiver,	modem	and	antenna	



ARPA-E	µPMU	Project		
Field	installa4ons:	

UC	Berkeley/LBNL	
Southern	California	Edison	
Riverside	Public	U6li6es	

Alabama	Power	(Southern	Co.)	
Georgia	Power	(Southern	Co.)	
Tennessee	Valley	Authority	
Pacific	Gas	&	Electric	Co.	
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Berkeley	Tree	Database	(BTrDB)	

ARPA-E	research	project	configura6on:	
40+	µPMUs	sending	120	Hz	data	via	
Ethernet	or	3G/4G	wireless,	12	streams	
per	device	(voltage	and	current	
magnitude	&	phase	angle)	

Michael	Andersen,	UC	Berkeley	



Berkeley	Tree	Database	(BTrDB)	resolves	the	downsides	
of	storing	and	u4lizing	large,	high-resolu4on	4me-series	
data	streams	
	
•  no	need	to	compromise	between	data	con6nuity,	resolu6on,	ease	

of	access	
•  extremely	fast	searches	(~200	ms	for	individual	samples	within	

months	of	120-Hz	data)	
•  performs	online	computa6on	of	data	dis6llate	streams	(e.g.	power,	

frequency,	rates	of	change,	differences	between	quan66es)	
•  data	available	for	viewing	in	ploeer	and	downloadable	through	API	

for	external	analy6c	applica6ons	
•  open	source	code	available	on	github	



Use	case:	Mi4ga4ng	system	vulnerability	to	disturbances		
PMU	data	reveal	dynamic	response	across	transmission	and	distribu6on:		
•  assess	stability	opera6ng	limits	
•  iden6fy	exposure	to	large	disturbances,	e.g.	geomagne6c	(GMD)		
•  diagnose	local	control	issues,	oscilla6ons	
•  understand	implica6ons	of	reduced	system	iner6a	with	inverter-based	

genera6on:	the	design	basis	has	changed	

;me	in	seconds	



Use	case:	Transient	event	detec4on	

4	second	delay	before	unexplained	
step	change	in	SCADA	

event	captured	only	
by	µPMUs	

current	step	up	
aoer	transient	

Emma	Stewart	and	Ciaran	Roberts,	Lawrence	Berkeley	Na;onal	Lab	

µPMU	
SCADA	
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Use	case:	High-impedance	fault	detec4on	

High-precision	measurements	capture	events	
that	do	not	trip	protec6on,	but	may	impact	
safety	and	power	quality	
Cross-referencing	6me-aligned	data	streams	
supports	diagnos6cs	to	
-  locate	disturbance	origin		
-  ascertain	proper	opera6on	by	distributed	

resources	and	protec6on	coordina6on	



Use	case:	Diagnose	cause	of	DG	unit	trips	

PV	array	trip	

voltage	sag	

caused	by	phase	B-C	fault	
(palm	frond	contact)	
down	the	feeder	



Tap	change	occurs	
over	~2	cycles		
Graph	shows	
individual	120-Hz	
samples	

Tap	changer	at	
substa;on	transformer	
steps	voltage	up	and	
down	as	load	changes	
over	the	course	of	the	
day	

Use	case:	Detect	normal	and	mis-opera4on	of	equipment	
	



Use	case:	Detect	normal	and	mis-opera4on	of	equipment	
	

Example:		
Anomaly	in	tap	change	signature	
gives	early	warning	of	transformer	
aging	or	incipient	failure	

Curious	voltage	sag	
characteris;cally	follows		
tap	change	opera;on	



Use	cases:		Feeder	and	load	model	valida4on	
	 	 	Reverse	power	flow	detec4on	
	 	 	Example:	ascertain	impacts	of	voltage	regula6on	with	hi-pen	DG	

1.2%	step	down	in	
voltage		
significant	drop	in	kW	
due	to	highly	voltage	
dependent	load	
high-penetra6on	solar	PV	
feeder	goes	from	net	kW	
import	to	backfeed	

expor;ng	power	

impor;ng	power	

Ciaran	Roberts	and	Emma	Stewart,	Lawrence	Berkeley	Na;onal	Lab	



Use	case:	Disaggrega4ng	net	metered	DG	from	load	

Ciaran	Roberts	and	Emma	Stewart,	Lawrence	Berkeley	Na;onal	Lab	

Customer-owned	solar	genera6on	can	mask	an	
unknown	amount	of	load,	crea6ng	vulnerabili6es	
for	the	system	(e.g.	simultaneous	DG	trips,	cold	load	
pickup).	
µPMU	measurements	on	the	u6lity	side	of	the	
meter	offer	an	alterna6ve	to	telemetry	on	customer	
premises	or	3rd	party	data,	to	create	awareness	for	
operators.	
	



Use	case:	Disaggrega4ng	net	metered	DG	from	load	

Ciaran	Roberts	and	Emma	Stewart,	Lawrence	Berkeley	Na;onal	Lab	

PV	genera6on	is	es6mated	as	a	func6on	of	capacity,	
irradiance	data	and	aggregate	power	measurement.	
Model	runs	in	real	6me	to	approximate	actual	
performance	of	PV	and	iden6fy	masked	load.		
Test	case:	LBNL	algorithm	es6mated	actual	PV	
genera6on	(red)	using	only	aggregate	data	from	
µPMU	1	and	validated	against	direct	PV	
measurement	from	µPMU	2	(black);	performed	
within	6%	RMSE	over	all	sky	condi6ons.	



Conclusions	and	Next	Steps	
	
•  Distribu6on-specific	synchrophasors	and	powerful	data	

analysis	toolkits	are	now	becoming	available		

•  A	single	monitoring	network	can	create	visibility	and	support	
diverse	use	cases	on	the	distribu6on	system	

•  Large	poten6al	exists	to	leverage	PMU	data	for	intelligence		

•  Important	use	cases	for	µPMU-based	tools	center	on	
distributed	resource	integra6on		

•  Opportuni6es	for	collabora6on	include	pilot	projects	with	
ARPA-E	Plus-Up	partners	

	
	



	
Read	the	ARPA-E	Project	Impact	Sheet	at		
hep://beci.berkeley.edu/wp-content/uploads/2016/12/
UCB-External-Project-Impact-Sheet_11102016.pdf			
	
Peruse	live	and	archival	µPMU	data	at	
hep://plot.upmu.org		and		hep://powerdata.lbl.gov/		

Learn	about	µPMU	hardware	at	
hep://www.powersensorsltd.com/PQube3.php		

Par6cipate	in	the	NASPI	Distribu6on	Task	Team	(DisTT)	
www.naspi.org		

Go	straight	to	the	source	for	BTrDB	at	
heps://github.com/SoowareDefinedBuildings/btrdb		

Contact	me	with	ques6ons	at	vonmeier@berkeley.edu		
	

Resources	


