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1 Introduction

Phasor is a quantity with magnitude and a phase angle (with respect to a reference) that is used to represent a sinusoidal signal, such as AC voltage, AC current, and AC power. In an AC power system, power flows from a higher voltage phase angle node to a lower voltage phase angle node.

Phasor technology complements existing Supervisory Control and Data Acquisition (SCADA) systems to address the new emerging need for wide area grid monitoring and management, while continuing to use existing SCADA infrastructure for local monitoring and control. Traditional SCADA/EMS
 systems are based on steady state power flow analysis, and therefore cannot observe the dynamic characteristics of the power system. Phasor technology overcomes this limitation. 
Phasor measurements provide time synchronized sub-second data which are ideal for real-time wide area monitoring of power system dynamics. The precise timing information of these
 data makes it  useful outside the confines of the local substation buses where these measurements were taken. Additionally, they improve post disturbance assessment capability using high resolution time synchronized data. While not a replacement for SCADA, the phasor infrastructure will provide a layer of backup visibility should the operator primary tools fail.

The ERCOT Synchrophasor Communication Handbook sets practices, conventions, and fundamental parameters required for Market Participants to exchange Synchrophasor data with ERCOT. Also, included in the Handbook is a description of the physical network infrastructure ERCOT has implemented to facilitate connections XE "Physical Connections"  between ERCOT facilities and those of the Market Participants.

The Handbook specifies important configuration and functional requirements for Synchrophasor data link implementations so that the Market Participant’s system will interoperate with ERCOT’s system. Market Participants and, if applicable, their vendors will need this information to include the required features and to build the proper delivered configuration. XE "Naming Conventions" 

 XE "ICCP:Conformance Blocks" 
The ERCOT Synchrophasor Communication Handbook also addresses the requirements for connecting to the ERCOT Wide Area Network (WAN). Other connections, such as VPN
 tunneling, are not supported by ERCOT anymore.

1.1 Glossary
	Term
	Definition

	Synchrophasor XE "AIEF:Defined" 
	Synchronized phasors (synchrophasors) provide a real-time measurement of electrical quantities from across a power system. Applications include wide-area control, system model validation, determining stability margins, maximizing stable system loading, islanding detection, system-wide disturbance recording, and visualization of dynamic system response. The basic system building blocks are GPS satellite-synchronized clocks, phasor measurement units (PMUs), a phasor data concentrator (PDC), communication equipment, and visualization software.

	PMU XE "Current Provider:Defined" 
	A phasor measurement unit (PMU) is a device which measures the electrical waves on an electricity grid, using a common time source for synchronization. Time synchronization allows synchronized real-time measurements of multiple remote measurement points on the grid. In power engineering, these are also commonly referred to as synchrophasors and are considered one of the most important measuring devices in the future of power systems. A PMU can be a dedicated device, or the PMU function can be incorporated into a protective relay or other device.

	RTDMS XE "Current Source:Defined" 
	Real Time Dynamics Monitoring System (RTDMS) is a synchrophasor software application for providing real-time, wide-area situational awareness to Operators, Reliability Coordinators, Planners and Operating Engineers, as well as the capability to monitor and analyze the dynamics of the power system. RTDMS is developed by Electric Power Group (EPG).


ePDC is the next generation technology for PDCs. The ePDC is an open, platform independent software system, unlike hardware-based or proprietary legacy PDCs, and is available on Windows or UNIX/Linux systems. 
	
	

	ISG
	Intelligent Synchrophasor Gateway (ISG) allows the third party/RTDMS clients to access the RTDMS data without directly connecting to Database. These services efficiently serve the real-time and historic data to the RTDMS client and third party applications.

	RTDMS Client
	RTDMS Client enables the user to visualize phasor measurement data by providing a wide range of displays to monitor real-time dynamics and system events within the grid. It provides operators and engineers with real-time wide area monitoring, visualization, situational awareness, metrics, alarms, events in power systems.

	WAN
	Wide Area Network. Refers to both the ERCOT MPLS Network and the ERCOT DACS Network. The MPLS Network is the primary network used by Market Participants to exchange data with ERCOT. The DACS network acts as a backup for the MPLS Network.


2 ERCOT Synchrophasor System

ERCOT implemented a Synchrophasor system based on EPG’s ePDC and RTDMS. 
A PDC receives and time-synchronizes phasor data from multiple 
PMUs to produce a real-time, time-aligned output data stream. A PDC can exchange phasor data with PDCs at other locations. Through use of multiple PDCs, multiple layers of concentration can be implemented within an individual synchrophasor data system. 

ePDC is the next generation technology for Phasor Data Concentrators (PDCs) to synchronize real-time sub-second phasor data streams for use by synchrophasor applications.

Real-Time Dynamics Monitoring System (RTDMS) is a phasor based monitoring application that offers real-time wide-area visibility, as well as monitoring and alarming functions on high resolution sub-second phasor data.
RTDMS receives the complete data stream in IEEE C37.118 format. Its driver has been designed to connect with the data source (ePDC) over a local area network, and to parse the data packets in real time by applying the appropriate scaling/offset factors that convert the data into engineering units, as well as to compute certain derived values (such as Megawatts (MW) & Megavars (MVAR)). The inbuilt Data Quality Filters are capable of removing suspect data as it is streamed to (1) the Real-Time Buffer in memory for temporary caching; (2) the Real-Time Alarm & Event Detector for real-time alarming and event detection; and (3) the long-term RTDMS Database for historical archival. The Real-Time Buffer sorts and stores data by timestamp and provides high-performance data write/read capability for downstream applications. Information from various algorithmic modules as well as third-party applications can also be simultaneously cached into this buffer via its exposed interfaces. The Real-Time Alarm & Event Detector component is responsible for processing the real- time information against a set of alarming criteria & event detection triggers, and save these results back into the Real-Time Buffer for real-time alarming within the RTDMS Client applications, the RTDMS Database for offline report, and into an alarm log as text file. In case of event detection, the RTDMS Server will automatically save pre- and post-event data into binary Event Files, which could then be loaded into the RTDMS Clients for offline forensic analysis.

ERCOT ePDC receives phasor data from TSPs
 through ERCOT’s WAN. Any other network protocols, such as VPN, are not supported. MPs
 need to open their firewall on a certain TCP
 port to allow the incoming inquiry data from ERCOT’s ePDC server.
ERCOT’s ePDC will initial
 the data link by sending requests to the remote ePDC on a particular TCP port. The remote ePDC will then accept the request and it will send back the PMU information, followed by the data stream.  

The ePDC passes the received data to RTDMS via TCP. Meanwhile, all the raw data is saved into a local database as archive. 
The RTDMS processes the phasor data and saves the processed data to an SQL server database.
The RTDMS clients can connect to the ISG and request the data to display it.

All Synchrophasor servers and workstations are placed in different network zones, and firewalls are implemented between zones to maintain the cyber security.
The ERCOT Synchrophasor system is currently only installed in the Taylor control center; data redundancy is not available right now. However, ERCOT will implement a redundant system in the future.

[image: image2.png]ERCOT Synchrophasor System Diagram

ERCOT Corp
ﬁ
/ RTDMS Client
ﬁ
RTDMS Client

““““““““““““““““““ Au““““(“““““‘
&
3
2
U
= 2]
g 2
-
£
%
g
N
s [}
2 &
% 8
k4 :
= %
b
-
c
3
o)
(%}
P s
[=}
- =
© o
c /
£ /
s /
£
w |22 2112 2112
|3 HIH HIE
a|lla alle alla





3 Connecting to the ERCOT WAN
3.1 Network Topology Overview
ERCOT has implemented a TCP/IP XE "TCP/IP"  based WAN XE "WAN"  that supports the transfer of data between ERCOT and Market Participants. ERCOT Staff or its contractors monitor and manage the ERCOT WAN. WAN Installation and maintenance responsibility is specified in the Nodal Operating Guide Section 7, available at _____
.

The ERCOT WAN will not allow the exchange of data directly between Market Participants.
The ERCOT WAN XE "WAN"  is a redundant network comprised of the following network architectures:

· Private MPLS Network XE "MPLS Network" ; and 

· Private Point-to-Point DACS Network XE "DACS Network" .

Figure 1 is an overview of the ERCOT WAN XE "WAN" .
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Figure 1 ERCOT WAN Overview
The MPLS network is the primary means of communicating with ERCOT. If a link on the MPLS network between ERCOT and a particular Market Participant fails, the MPLS link connecting the Market Participant through the alternate ERCOT site will be used. The DACS network will only be used if both MPLS links between ERCOT and a Market Participant fails.
3.2 Market Participant Site WAN Connections

Figure 2 describes the equipment and connections supporting operational, engineering, and market data exchange between ERCOT and Market Participants. This Market Participant Site Diagram illustrates the essential elements of the equipment and physical layer protocols XE "Physical Layer"  used in the Market Participant’s interface to ERCOT.  All equipment shown in Figure 2 is located at the Market Participant’s site.
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Figure 2 Market Participant Site Diagram
In the network infrastructure connection, ERCOT sets its line of demarcation XE "line of demarcation"  to be a connection between a redundant pair of Ethernet switches provided by ERCOT and the firewall provided by the Market Participant. The interface “across the line of demarcation” between the ERCOT switch and the Market Participant’s firewall is provided by a minimum 
Category 5 10/100 BaseT Ethernet cable. The ERCOT switches auto-negotiate for network bandwidth (10 or 100 Mbps) and Duplex (full/half).

It can be seen in Figure 2 that the ERCOT provided equipment 
brings the redundant infrastructure into the Market Participant’s site that is necessary to meet the reliability requirements stated in the Texas Nodal Protocols XE "Nodal Protocols" . On the Market Participant’s side of the line of demarcation, it is the Market Participant’s responsibility to provide an internal network infrastructure that also meets the Texas Nodal Protocol’s communication reliability requirements
. Therefore, the Market Participant is free to choose routers, firewalls, and other network equipment that best meets these requirements.

The interconnecting Ethernet Switches form a Routing LAN that supports the routing of traffic over either the MPLS network XE "MPLS Network"  or the DACS network XE "DACS Network" . Traffic from the Market Participant’s system is exchanged over this network using ICCP, Synchrophasor, HTTPS, FTP, or other Application protocols as required by the various application services. This handbook details the use of Synchrophasors only.
3.3 Implementation Procedures
Implementation of the ERCOT WAN is defined in the ERCOT ICCP Communication Handbook. A Market Participant must use  the ERCOT WAN to transfer Synchrophasor data to ERCOT. 

4 Synchrophasor Data Exchange Requirements

4.1 Synchrophasor Data Exchange Standards

Synchrophasor data acquisitions are defined in the following main IEEE standards and guides:
· C37.118.1-2011 – Measurement requirements

· Synchrophasor 
measurements including frequency and rate of change of frequency

· C37.118.2-2011 – Synchrophasor communications

· Extension of the original synchrophasor standard (2005)

· IEC 61850-90-5 – Phasor measurement communications

· Technical Report that adds wide-area capability for phasors

· C37.242-2013 – Guide for PMU utilization

· Installation, testing, synchronization & measurement error issues

· C37.244-2013 – Guide for PDC

· Definitions and functions used in PDC units

4.2 ERCOT Synchrophasor Data Format

The ERCOT Synchrophasor data format requirements are defined in the following table:

	Parameter
	Value

	Data Format
	C37.118

	buffer Size
	30 Seconds

	Data Rate
	30 Samples/Second

	Max Latency
	6 Seconds

	Min Latency
	3 Seconds

	Time Base
	1000000

	Comm. Type
	TCP


4.3 ERCOT Synchrophasor Communication Parameters Definition
These communication parameters are required by market participants to connect to the ERCOT Synchrophasor system. 
Market participants should configure their firewall to allow TCP communication from the ERCOT ePDC to their ePDC on port 6000 (default port number, may change upon request). 
One parameter is not defined but is very important: PMU time. All PMUs must have very good time synchronization from satellite standard time signal
. 
	Parameter
	Value
	Notes

	ePDC Server ERCOT WAN IP
	192.168.172.37
	

	ePDC Data Request Port
	6000
	6000 is the default port, other ports are also allowed upon request.


	ISG Server WAN IP
	192.168.172.36
	

	ISG Server Outbound  Port
	808 and 80
	

	RTDMS Client ISG URL 
	192.168.172.36/rrtdms
_isg
	


5 Data Available to ERCOT Market Participants

All ERCOT PMU data will be available to all TSPs. TSP users can access the data using EPG RTDMS client. Users must send access request to ERCOT. After the request is approved, ERCOT will provide the logon username and password. 
ERCOT will keep PMU archive data online for one year, and keep advanced calculation data for one month. 

ERCOT currently does not support TSPs to receive all PMU data directly from the ERCOT ePDC.

6 Appendix: PMU data communication request form

The form below is used for both initial communication setup and new PMU update.
	ERCOT PMU Data Communication Request Form



	Company Name:
	

	Contact Name:
	
	Phone Number:
	
	Email Address:
	

	ePDC Server WAN IP:
	
	Port Number:
	                                     (Default is 6000)

	PMU Data

	#
	PMU Name
	Substation
	Enable?
	Base KV
	Longitude
	Latitude
	Remote Location
	Notes

	1
	
	
	
	
	
	
	
	

	2
	
	
	
	
	
	
	
	

	3
	
	
	
	
	
	
	
	

	4
	
	
	
	
	
	
	
	

	5
	
	
	
	
	
	
	
	

	6
	
	
	
	
	
	
	
	

	7
	
	
	
	
	
	
	
	

	8
	
	
	
	
	
	
	
	

	9
	
	
	
	
	
	
	
	

	10
	
	
	
	
	
	
	
	

	11
	
	
	
	
	
	
	
	

	12
	
	
	
	
	
	
	
	

	13
	
	
	
	
	
	
	
	

	14
	
	
	
	
	
	
	
	

	15
	
	
	
	
	
	
	
	

	16
	
	
	
	
	
	
	
	

	17
	
	
	
	
	
	
	
	

	18
	
	
	
	
	
	
	
	

	19
	
	
	
	
	
	
	
	

	20
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�Define


�plural


�Define


�No need to spell these out since that was done at the beginning of the document.


�This was already mentioned in the glossary above.


�Is this supposed to outline how ERCOT’s synchrophasor system works? It sounds more like these terms are being defined again. I would suggest using bullet points and mention what each device does:





1.- PDCs receive data from PMUs…


2.- ePDCs are used to synchronize…


3.- RTDMS is used to observe, monitor and alarm…





etc





�Really big paragraph, try to break it down.


�Define


�Define


�Define


�Initiate?


�It has been defined before


�Specify where can people access this information.


�At least?


�The equipment provided by ERCOT


�If there is only one bullet point then you really should not have bullets. Instead, a paragraph for each chapter might be a better option.


�Is there an accuracy number?


�Can there be more than 1? If so, then this is correct. Otherwise it should be stated as in the paragraph above.


�Double “r”?
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