
	ERCOT Retail Client Services 

	Event Description:  TDTWG     
Face-to-Face  10:00 to 15:00
	Date:  November 2,  2011
	Completed by:  Jim Rudd 

	Attendees:  Isabelle Durham – CNP (Chair), Jennifer Frederick – Direct, Jim Lee – Direct, Carolyn Reed - CNP, Jonathan Landry – Gexa, Dave Farley – ERCOT, Trey Felton – ERCOT, Jim Rudd – ERCOT

Web Ex: Diana Rehfeldt – TNMP, Monica Jones - Reliant, Mike McCarty  – ERCOT, Jack Adams – ERCOT


	Summary of Event:

	· Isabelle D.: Introductions, Review of Agenda, Antitrust Statement
Antitrust Admonition 

ERCOT strictly prohibits Market Participants and their employees who are participating in ERCOT activities from using their participation in ERCOT activities as a forum for engaging in practices or communications that violate the antitrust laws. The ERCOT Board has approved guidelines for members of ERCOT Committees, Subcommittees and Working Groups to be reviewed and followed by each Market Participant attending ERCOT meetings. If you have not received a copy of these Guidelines, copies are available at the Client Relations desk. Please remember your ongoing obligation to comply with all applicable laws, including the antitrust laws. 

Disclaimer 

All presentations and materials submitted by Market Participants or any other Entity to ERCOT staff for this meeting are received and posted with the acknowledgement that the information will be considered public in accordance with the ERCOT Websites Content Management Operating Procedure. 
· Trey – ERCOT System Instances (Outages and Failures) - review
See key documents.

Had almost 5,000 minutes of planned outages in October.

     Due to SLA exceptions.

     Also had the regular 15 hour outages.

Discussed unplanned outages.

Discussed retail transaction processing delays due to data center move.

Trey to investigate root causes with TML and processing issues.
Carolyn mentioned they have not seen any MarkeTrak issues at all.

· Mike – Market Metrics Report Q2, 2011

See key documents.

Great performance from ERCOT.

     All were 99 or 100% except 867_02, which come from the TDSP.

          All the 867_02 delays were caused by a processing issue with one TDSP.

No issues to report by ERCOT.

No questions or comments from group.

· Trey – Review MarkeTrak Performance

See key documents.

Good month in October.

Overall 97.869% performance.

Everything is working fine.

Group had no questions or comments.

· Trey – Review 2012 Retail SLA

See key documents.

Revisit SLA in March or April of 2012 to update release windows to comply with TX SET 4.0.

Jennifer – plan to go live is June 2, 2012.

     The following weekend is a contingency weekend.

Removed references to TML, as it is being decommissioned.

Lower SLA target for retail.

     Includes changing definition of outage.

See key docs for proposed changes.

Discussed that even with 45 minute outage, ERCOT can meet 1 hour SLA for transactions.

Trey opened up for discussion.

Jennifer asked if it would still meet 99.9%.

Trey – yes. Gave example of outage and percentage.

     Going to 45 minutes would help.

Jim L. asked about number of outages this year.

Jennifer – for the year, we’re hitting 99.9, so hesitating to lower the SLA.

     Even though small change, fear of perception by PUCT.

Isabelle – below target level this year. Lowering doesn’t benefit.

     Already reaching target, why lower it?

Dave – NAESB is critical piece, and bar was raised on that.

Jennifer – yes, this is where transactions would fail.

     Can get everything out if down for 45 minutes? Get it out in 15 minutes?

Trey – yes, can clear queue even with high volumes.

Isabelle – how long did it take to clear queue in recent 28 minute outage?

Trey – only have the number out of protocol during the whole day.

     Low volume out of protocol.

Jennifer – from the TDSP perspective, when does CNP start measuring it?

Carolyn – by NAESB time stamp.

Jennifer asked Diana how they measure it.

Diana stated likely NAESB timestamp, which is when it hits their systems.

Isabelle – didn’t we have some that involved human error this year?

Trey – will check on that.

Jennifer – once hits threshold, that’s when notice goes out. How will that affect it.
Jack – we still follow COPS communication guidelines, so notice goes out at 30 minutes.

Trey – doesn’t change market notices.

Jennifer – what if we do 30 minutes, same as notice. Same as outage from a notice perspective.

Trey – even that would help.

Jennifer – agrees that 15 minutes is too little, perhaps overreaction to past issues.

Dave – arbitrary target. We’ve hit protocol every quarter. Didn’t need to hit 99.9% to make protocol.

     If 28 minutes blows 99.9%, need to look at it realistically.

     We wanted the best market.

     If you want 99.9, you need to provide best systems.

Jennifer – want to be sure to measure what we need.

Dave – when I see market working well, but missing numbers, looks bad.

     Also don’t want target to be so low we miss performance measures.

     Need to tie to NAESB connection errors.

     What happens behind the scenes isn’t important - it’s getting the transactions out per SLA.

     Lots of interesting discussions can be had about this.

Isabelle – don’t want to appear we’re regressing.
     May want to look at it from a different perspective.

Jennifer – is it worth a look at revamping how we do it?

     Do it as 30 minutes to tie to COPS guide.

     Easy to sell that at RMS.

     Next year, take a broader look at it.

Isabelle – don’t want to make a change with a negative impact.

     Maybe test it a few ways and measure it on our own.

Trey – we will be reviewing SLA in the middle of next year.

     So, it seems like everyone is okay with 30 minutes.

Jennifer – yes. 

Dave – there is a minimum benchmark. Don’t want to meet just the minimum.

     Need to weigh cost versus benefits. Need to look at numbers rationally.

     Probably a good time to start thinking about this.
Trey – will make change to 30.

Jack – want to clarify. Old SLA was over 15, now 30 to coincide with notice process?

Trey – yes.

Dave – whatever is done in the future may be asynchronous.

     This is an easy sell.

     Most of the time transaction times are less than a minute.
          Sure, some may be longer, but most are fast.

Jennifer – discussed how much things have changed since market opening.

Group had no further questions or comments.

· Additional Ad Hoc Items.

Discussed meeting dates for 2012.

Dave – need to start thinking about year-end items.
Isabelle – action item for December: Year-end report and 2012 goals.

Dave – maybe discuss new version of NAESB as a goal for 2012.

     Doesn’t believe there are any significant architecture changes.

· Isabelle – RMS Update.

Isabelle to work offline.
· Meeting adjourned. 


	Action Items / Next Steps:

	Action Items:  

· Year-end report and 2012 goals.
· Trey - investigate root causes with TML and processing issues.

Future Agenda Topics:     
· 2011 year end reporting.
· 2012 goals.
2011 Meeting Dates:
· December 7, 2011      WebEx/ Conference Call



	Hot topics or ‘At Risk’ Items:

	·  .


