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	***Items surrounded by Asterisks (***) are actions items and are compiled in the “Action Items” section at end of document***
AGENDA
1.

Agenda Review and Anti-Trust

J. Galvin

2.

COPS Meeting Review

H. Basaran

3.

Extract Issues Update and Posting Stats

T.Felton

4.

Nodal Update

J.Galvin

5.

NPRR 347 Update

J.Galvin/H. Basaran

6.

ERCOT Settlements Update

M. Bauld

7.

Nodal Settlement Guide

SEWG Sub-Group

8.

Market Default Allocation

SEWG 

COPS Update – Harika

· Short meeting

· 2 voting items

a. Load profiling change

b. Annual validation update to profile decision tree

· NOIE distributed renewable generation quarterly report

a. Attached 

b. Concerns by MPs and ERCOT that requirement takes too long for benefit

i. Quarterly to annual

ii. Work with Don Tucker 

1. ***Bring COPMGRR to group for review***

2. No group comments

Extract Issues Update – Trey

1. Few incidents

2. Last meeting 4/18 – last item not discussed line 8 on presentation (posted)

a. 4/19 – 8:30-10:30 am – TML/Find ESIID issues

b. Discussed at COPS

c. 4/15-20 issues.  Degradation and performance issues

d. On 19th were putting in fix and fix caused outage

e. Monitoring and no issues in a month

3. 5/12 planned maintenance outage of MIS and CDR for failover

a. 176 minutes total duration. 

b. MIS down 82 minutes

c. CDR 66 minutes

d. After core business hours to decrease impact

e. Reports rerun and posted as applicable

f. Dashboards and price displays not populated

4. 5/10 – 6:57 pm to 7:15 pm

a. MIS and CDR impacted

b. SCED failures starting 18:55

c. Root cause under investigation

i. In database cluster node evicted causing stale data in SCED so had to manually run SCED at 18:57. 

ii. Logs sent to 2 vendors to determine root cause of node failure

iii. Several CDR for real time systems not posted to MIS

iv. List not available yet

v. Notice did go out 5/11

vi. Heather – none were extracts affected – reports only?

vii. ***Trey – will check***

viii. Jamie – any from EMS and price reports rerun due to MMS rerun

ix. Jim Galvin – issue started in April – follow up notice on 5/5 w-b 050511-01

x. Jim – would like to track where subsequent reports hold interval data.  When you see list of items and not reposted – I can’t speak to problems from this as a company but we should keep eye on **** 

1. Jamie – I will bring known changes to EMS reporting 

a. Discussing retry abilities

b. Jim – SEWG would like to encourage and discuss ability for retry functionality

c. Harika – to Jamie – TML zonal website – when is it decommissioning?

i. Jamie – we do not have date for decommission date yet

1. Have asked internally as well

Settlement Observations – Jim Galvin 

1. Reviewed presentation (to be posted after meeting)

a. Real time price averages down significantly from February

b. Temp in April 5 degrees above average

c. Diluted by west hub and load zone prices

d. Hub to zone comparison see little between Houston and north, a little south and 75 cent differential west to hub.

e. More activity Houston

f. Cost to serve load perspective

i. As and neutrality comparison for previous month in previous year (march 2010 to march 2011)

1. 1.87 cost to serve

2. Revenue neutrality .05

3. .50 cents down from march last year

4. Drivers are decreased in reg up and down, decrease in non-spin and responsive reserve

5. Congestion settled differently now

6. Currently seeing .41 cent savings as opposed to congestion being allocated with nodal solutions

a. Ability to hedge impacts

ii. Reviewed April

1. Down cost but higher than April last year at 1.13

2. Revenue neutrality approx .03 p/mwh

3. Decreased in non-spin and regulation but increase in responsive reserve

a. Procuring more non-spin due to protocol revisions

b. .52 savings in balancing and replacement reserves

iii. RUC uplift negligible

1. Assigned to short entities

2. Negligible to 0 uplift so appears all assigned to those that were short

iv. Discussed Default process

1. Rather than spread across 2 months – but September will recognize default

a. $732,000 per report last month

g. NPRR 347 – discussed with COPS

i. Counterparty versus entity-type invoices

ii. Confidentiality concerns

iii. 347 passed and endorsed by SEWG but changes made to credit calculations after meeting

iv. Discussions around confidentiality adhered to and will be adopted

h. Settlement working Guide

i. Draft sometime in August

NPRR 347 – Jim

1. Question about non-spin payments

2. Jim – reflected in settlement point prices for non-spin

a. Hard to keep track how much being deployed

b. From capacity, slight increases in capacity procured for period

c. *** will include summary next meeting with comparison to 2011 #s***

i. Expenses are purely capacity and not from deployment

ii. Alana – Looking at load

iii. Jim – load will bear expense for capacity

iv. Heather – Is that because seeing all in energy imbalance now?

v. Jim – in part – really commodity price either paying or receiving for gen or load. 

1. Price difference between p2p transactions driving congestion cost

2. Can be hedged from more points in grid instead of CSCs in zonal

3. Low on expenses for congestion – interesting metric to review but doesn’t mean saving penny to penny

a. Depends on how hedged

b. Jack – also when you review what you accomplish with congestion engine in zonal, when ERCOT needs to bring units in nodal is RUC process and what you are showing since market open is RUC is being born by those capacity short as MPs so no uplift taking place to bring units for reliability.

i. Market not paying for units – it’s causation pay

ii. Jim – see uplifts for voltage support, etc.  all point to fact that not as many services uplifted

1. Allocated on load basis but true up based on obligations. 

2. Would see RUC uplift if everyone hedged but ERCOT has to RUC on units or ERCOT over-procures RUC (not the case from what have seen)

NPRR 347 Update – Harika

1. Going to PRS in May

a. Credit changes

b. Jack – Luminant commented on credit issues 

i. Jim – my understanding is understanding credit calculations to be correct

ii. Jack – has to do with timing, etc.. correct?

iii. Jim – nothing in credit algorithms will be simple. Have to make sure we have details as collateralized market.  You are correct – verifying.

iv. Mandy – would like to have idea when change will take place???

1. Systems issues to be addressed?

2. Need policies and procedures updates so can alert treasury offices

a. Mandy – no date at this time

i. Still not very far along in stakeholder process

ii. Internally discussing nodal 2.0 to deliver late 1st quarter next year but too early in stakeholder process to determine at this time

iii. Once through board and understand prioritization, then project staff will determine where to start. 

iv. Should be thinking about giving more than 30 days notice, so once we have a good sense will come back with high level timeline

1. Harika – need invoice format, etc

2. Mandy – will bring back here

3. Jack – also wanted to follow up on question from earlier – trying to get clarity from MCWG last meeting – discussion around credit perspective – did you or Cheryl hear anything with going back to PRS is just trying to get credit right – no problems with concept

4. Mandy – that is my understanding

5. ***will check with credit this morning and hopefully have response today

Mandy – 

1. DAM resettlements on 5/25 ???

a. Goal to keep time period between posting and true-up as close as possible

b. Appeal period timeframe for board decision locked out changes

c. Settlement calendar update shortly before that

d. End of this week or early next week to have calendar updated

e. ***Mandy – will email SEWG/COPS***

f. 1st week will see extra DAM resettlements hit (26, 27, etc)

g. Holiday caused some issues

h. If Tuesday and post 3 DAMs, would get 3 DAM resettlements

i. Schedule follows through around August 1 (not sure on date)

j. Following up with real-time true ups (no real time resettlement)

k. Deadline for appeal is 24th
l. Market notice discussed balancing account

i. Congestion rent distributed to market

m. Will follow timing for balancing account, so if in July, will be doing June and will get through that process first before distribution (balancing)

n. Notice will be sent
o. Will likely have to use miscellaneous invoice

p. Nothing built into system for this

q. Was brought before market by Bill Barnes in the past for capability of balancing account resettlement

r. Jack – regarding balancing account – for the resettlement of DAM regarding balancing, separate invoice from regularly timed balancing account initial??

i. Mandy – DAM resettlements post with own statement/invoice

ii. Real time have statements and weekly invoice

iii. Balancing account closure for Jan/Feb, timing-wise in July will do balancing invoice for month of June

1. No plan for data regarding resettlement

2. Additional process to distribute funds for December

3. Jack – will it show total and net or just difference?

4. Mandy – not sure at this time.  That is why current process won’t work due to delta process. 

5. Jack – as suggestion, would like to see what was in December and new total so we can have something to go back and review data showing what balancing was previous month and what is adjusted.

6. ***Mandy – will take that back***

7. Jack – resettling DAM – due to lag of appeals process from board starting later. When start on 5/25, will there be a period of time getting multiple instead of just one?

a. Mandy – 1st week catching up with be doubling up

b. Schedule something along lines of 25th 2-3 dam resettlements, 2/3/2, etc… no more than 3 on a given day.

c. Harika – request email to SEWG/COPS email lists***

d. Mandy – will do******

e. Harika – only certain nodes impacted?

i. Mandy – for DAM we checked activity impacted and limited to CRR and p2p obligation activity that are settled in DAM

ii. Because full resettlement might see invoice with hardly any changes, but when resettled have to reassess shortfall charges and allocations.

1. Expect different CRR values, congestion rent, etc.

2. Harika – dam make whole?

3. Mandy – didn’t see it impacted

4. Jack – sometimes we don’t clear instruments through market. For these whether 0 or not will get statement/invoice?

5. Mandy =- only if you had activity//drivers on DAM settlement and still have them will it assess value.  

Nodal Settlement Guide – group

1. Reviewed additional information to be posted after meeting

2. Discussed various requests by group for this section

a. Harika

b. Jack

c. **** Jim – example of :

i. Calculating RTSPP for shadow settlement

ii. Calculating RTAIEC for shadow settlement

iii. *****

d. 8.1 0 real time energy imbalance payment or charge at resource node (heather)

i. Reviewed information from Heather

ii. ***  Jim – recreate data from extracts directly for MOTE extract for next month***

iii. ***Harika – verifiable costs – I will bring up to verifiable costs working group and possibly bring in verifiable cost guide

1. ***Harika – discuss with Ino***

e. ***GROUP – provide any input you can by email to chairs***

Default calculation- defer until next month*****

1. ***Dwight – need agenda item

a. ERCOT staff not necessarily needed

i. Will bring anything to you if needed

2. ***Jim – set up call for this week with Harika and other members as needed



	Action Items / Next Steps:

	· Chair(s) - NOIE distributed renewable generation quarterly report – bring COPMGRR to group for review
· Trey – 5/10 issue – Check to see if reports only were affected or extracts as well

a. Jim – Keep eye on situation/resolution

· Jim G – NPRR 347 – Include summary in next meeting with comparison to 2011 numbers

· Mandy – DAM resettlement – settlement calendar – email to SEWG/COPS

· Mandy – DAM resettlement  - Jack would like to see what was in December  and new total so can have something to go back and review showing what balancing was previous month and what is adjusted

a. Email to SEWG/COPS

· Jim G – bring examples of calculating RTSPP and RTAIEC for shadow settlement

· Jim G – recreate data from extracts directly for MOTE extract for next month

· Harika – verifiable costs – 8.1 real time energy imbalance – bring up to verifiable costs working group and possibly bring in verifiable cost guide

a. Harika – discuss with Ino 

b. Group – provide any input you can by email to Jim G and Harika

· Jim G/Harika – include Default Calculation topic for agenda item for June

· Jim G – set up call for this week with Harika and other members as needed


