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	***Items with RED font are actions items and are compiled in the “Action Items” section at end of document***

Agenda

1.

Agenda Review and Anti-Trust

J. Galvin

9:30 AM

2.

COPS Meeting Review

J. Galvin

9:40 AM

3.

Extract Issues Update

T. Felton

9:50 AM

4.

Nodal Update

J. Galvin

10:00 AM

5.

CODE/MODE metrics and MISUG Items

J. Ashbaugh

10:15 AM

6.

NPRR on C Cut Discussion

SEWG

10:45 AM

7.

Revenue Neutrality Update

J. Galvin/M. Bauld

11:30 AM

8.

RT Settlement Timeline (MCWG)

J. Galvin/M. Trenary

1:00 PM

9.

Discussion on needed extracts

Group

2:00 PM

10.

Settlement Handbook/Guide 

J. Galvin

2:30 PM

11.

Other Business/Introduction of NPRR 326 RTSPP Calculation/Adjourn

3:30 PM

1. COPS Review – J. Galvin

a. Formally presented working group goals for 2011

b. Reference last month’s SEWG meeting if needed

i. Identify purpose of handbook

ii. More of reference or informational handbook?

iii. Review of moving forward with doc

iv. Debbie – no additional comments, settlement handbook – what kind of thoughts behind principals to what type of document – looking for COPS to determine or do here?

1. Jim – work on here first then send to COPS

2. Extract Issues – Trey Felton

a. Fewer incidents this month. More in January

b. 2/11 – 70 minute outage to MIR, CDR and CMM (a little longer but not in SLA)

i. Alert indicating lost power supply to frame.

ii. When lost one side of power supply running without redundancy so failed over to site with redundancy

iii. Failover took about 70 minutes

iv. 47 reports impacted

c. 2/8

i. 11 reports affected

ii. Common information model database load previous night.

iii. Configuration change caused apps to not come back up

iv. Identified and changed causing 40 minute outage

v. Debbie – notice?

vi. Trey – yes – on 2/9

d. 2/7 – 12:40 am – 115 minutes til 2:35 am

i. Reports affected

ii. Hardware issue – storage disk faulty

iii. Site failover of Market Information repository

iv. Reallocated new storage

e. 2/1 – 2 issues. 

i. 2 notices

ii. 4 reports affected

iii. 26 total reports

f. 2 issues January after meeting

i. 1/29 – hardware failure 

1. Normally applications failover

2. Slow failure did not failover cleanly causing 2 hour outage

3. SCED did not run successfully

4. MMS/EMS reports did not publish to MIS

ii. MIS dashboard did not populate

iii. SPPs at nodes, hubs and load zones rerun and posted

g. 1/27 State estimator reports did not post

i. Data not transferred correctly between systems after DB load

ii. Not reposted as do not have retry capability

iii. Heather – what is outside limit on reposting SPPs – what is longest wait?

1. Jackie – typically a day. On weekend Monday morning

2. Bill Barnes  – if ERCOT missing final posting deadline due to system issue, no data error but no price posting -  does that cause price correction the board approves?

a. ***Jackie – will find out ****

3. Nodal Update – Jim Galvin
a. Reviewed presentation
b. Will update COPS monthly
c. See change in load zone prices based on colder weather in January
d. Prices will likely change after February weather event data is available
e. Harika – what does “adjusted” stand for?  Adjusted for what?
i. Jim – may be field in pivot table. Will work on removing term***

f. December time period saw largest spread in west zone. 

g. January see hub to zone spread in south due to congestion

h. Cost to load – ancillary prices trended about 1/24 combined. 

i. Base point deviation charges moderate

j. Heather – base point question – good deal being waived – with changes to SCED will we see doubling? 

k. Jim – good question – will see more due to price volatility. 

l. Weather event update

i. Significant price issues on 2/2

ii. Price issues dropped on 2/3

iii. 1.5-2 day impact on SPPs from hub and load zones

iv. Expect prices to reduce through month

v. Any metric input moving forward, please email listserv or Jim Galvin directly

vi. ***Debbie McKeever – COPS appreciates this but TAC was very reassured and asks to continue to provide until further notice***

4. CODE/MODE metrics and MISUG Items – Jackie Ashbaugh
a. Reviewed presentation posted
i. Discussion 2 years ago had concerns around timeliness of information posting
ii. Reviewed 2 months of information
1. MISUG task assigned to SEWG

iii. RTM/DAM CODE/MODE – Timing

1. Aggregated load data posting

2. All created in similar manner

3. Only requirement is to get posted within 48 hours is load data (RTM) CODE

a. Protocol only applies to RTM CODE, but applied across board to post all within 48 hours of statement posting

b. December statistics – time between statement and extract posting

i. December – came close to not meeting time

ii. Graph reflects operating day, not run day

c. January – everything posted within 18 hours of statement posting on average

d. Have not missed protocol

e. ERCOT continuing performance updates

i. If see time getting longer, review each example to see what can be done to improve timelines

f. Some extracts started to spike and are reviewing for performance improvements

g. Jim – couple of questions

i. Is there any way to ramp up for real time data 

1. As we see things level with performance improvements, want to be sure concerns around MCWG/SEWG discussions regarding accessing data as quickly as possible – like settlement event (in error) that requires payout without opportunity to resettle.  Want realistic expectations around what can and cannot be done

2. Questions around potential extract changes

a. 1st NPRR discussing today to implement 

b. Significant pushing back to changing extracts? 

c. Jackie – whatever requirements MPs come up with through the process and passing requirements, ERCOT will accommodate changes as required. 

d. MIS user group updated, but posting 67000 reports daily. ERCOT reviewing one-off situations to address immediate issues, but for long term need to make significant changes to get market data transparency where public has brought up access to information.  Not that ERCOT is not providing enough data.  In some cases people looking for more granular data, but more often need quickly. 

i. Finding that even with postings every 5-15 minutes, ERCOT systems being hit heavily for data.  ERCOT trying to prevent those occurrences from happening

ii. Make data pushes instead of downloads, etc.

iii. For items with immediate need, working to ensure kept intact based on current timelines

iv. For long term reviewing what to do to ensure quick turnaround items, lacking regeneration capabilities and market requesting some items faster. 

v. Not immediate change but being reviewed and urgency increases as we hear more

vi. Jim – NPRR process only method? Or bring to you in advance? Procedural improvements as working group to make recommendations?

vii. Jackie – crossover between SEWG and MISUG groups. Need offline conversation ****

viii. Before NPRR filed keep Jackie in loop to ensure lack of crossover/duplication of work***

ix. Heather – at what point do we cross line of risk with pushing deadlines?? Need to ensure we err on safe side (credit discussion impacts)

x. Harika – understanding that settlements are based on extracts.  What is need for 48 hours?

xi. Jackie – we wait for statement approval, so time delay is from time of approval (statement posting) to run, package and post data to get visible.

xii. 48 hours carryover from zonal to nodal to cover overhead processes.

xiii. Unsure of what will happen when add in true-up, etc. 

b. MISUG – Jackie Ashbaugh

i. 1st meeting on 1/13

1. Covered scope of group, etc

2. Reviewed statistics and also define task/issues list

3. Starting point used was from NATF as well as QSE task list

a. Added tasks from market as well

b. Prioritized to high, medium, low

c. High – need quickly, affecting business

d. Some needed other group review to discuss and feed back to MISUG

e. 2nd meeting tomorrow (2/22)  9:30-4:00

i. Changes of additional MP type to cover moving data from secure to public

ii. Debbie McKeever – CIPMWG – don’t they determine what is secure and what is not?

iii. Jackie – not sure if that group specifically required. 

iv. Reviewed secure versus public designation

v. Bill – question on what has to have NPRR

vi. Jackie – everything

1. Have been concerns about dashboard being public and amount of resources to support. 

2. Bill – one item that dropped off is instant wind output.  Where would that belong in protocols?

3. Jackie – right now total wind produced in dashboard. Discussions around “is that right level of data” and since no report supporting, that could be SCR. 

4. Changes to dashboard constitutes change to report, so requires protocol changes.

5. Bucketing work – discussing tomorrow NPRR for security classification changes. Not changes data in report but posting of data requires multiple protocol changes. May require 1 or many NPRRs

c. Items assigned to SEWG****

i. Settlement statement modification to add more data

ii. Previous efforts to reduce size

iii. Looking to receive price/quantity from CODE and want in settlement statement

1. Jim G – SEWG would support

2. Heather – for what?

3. Jim – for everything/all determinates

4. Jim – could go either way on statements – both data in extracts and on statements would help

a. Imbalance quantities. Nothing in there that calculates quantity volume so we have to do that manually now

b. Calculated volumes to know

c. Mandy – getting this info from extracts is one level of effort and detail that is useful, but have concerns with statements as different from zonal, there is not resource-level or SPP level data in statements.

d. Mandy – also questions about derived prices.  Can explore ways to improve and give other outputs and volumes/prices, but putting data on statement have concerns about volume of data and will still need to use extracts for shadow settlement. 

e. Jackie – if there are intermediate cuts today not going out, those changes don’t require overhaul of extract, just performance testing.  In event not saving intermediate cuts will be different so needs analysis****

f. Jim – could be beneficial in extracts, but energy imbalances by settlement point is needed.  If in extracts huge improvement but need to review with group putting this on statements

g. Jackie – please email Jackie/Craig what you need prior to next SEWG and will bring back to group to discuss

h. Mandy – less likely calculated data not being sent out.  Most likely protocol formula did not include volumetric calculation so may take protocol change

i. Heather – example of net metered site amount totals – not in extract

j. Mandy – that could cross QSEs so will review****

k. Jackie – will update task list to reflect this group reviewing this item and SEWG will initiate

l. Jim – agree with stance and plan – please email questions to list to Jackie/Craig

5. C-Cut item

a. Heather – did circulate with a few people  - is it NPRR (pixilation type issue causing SCR) so have NPRR for language and SCR for c-cut system

b. Jackie – NPRR as well. If need CCut as data record has to be in protocols

c. Heather – with user-facing data, hard to use protocols and guides to distinguish

i. Change is where data comes from versus how looks to user

ii. Jackie – for reinstitution of CCuts would require NPRR, most likely in load section or couple of other areas (ESIID Extract)  - because intermediate cut not required.  There is no protocol for CCuts, which is why issue was not seen and ended up being communication issue.  To require data sent out by protocols and the amount of system changes to accommodate needs NPRR for sure.

iii. Loretta – do we really want protocols to call this out?

iv. Jackie – it is explicit for intermediate cuts and for what data ERCOT must provide. ERCOT will assist if determined what is available is not working, but instituting CCuts causes issues laid out in COPS presentation.

v. Please call your account manager and we will work with you***

vi. Garry Pigg – have expressed CCUT concern as well. Have worked with ERCOT over last month to utilize capabilities referenced and are satisfied with info available. 

vii. Jim – have same concerns around taking everything to NPRR, but that is how ERCOT determined needs from extracts – based on protocols

viii. Jackie – agreed

ix. Jim – some discussions around SEWG working on NPRR to address/sponsor. 

x. Jim – anyone have plan to submit?

xi. Heather – possible compromise on CCUTS for wholesale flagged?

xii. Jackie – based on what market wants. Needs impact analysis and system review. Must be prioritized and risk analyzed.

xiii. Heather thought of volume of retail records causing issue

xiv. Jackie – majority of issue is # of retail points.  AMS has caused issues with volume of data. Over 2,000,000 ESIIDs and reviewed 3 times a night, so risks involved requiring mitigation

xv. Garry – agree – concern on retail versus wholesale side. 

xvi. Jim – group agrees will not review for settlement perspective and will work with ERCOT on one-off basis

xvii. Debbie – helpful for statement in PowerPoint (and notes) reflecting this. 

xviii. Anyone wanting to go forward can draft NPRR

xix. Jackie – communications were a miss previously and should not happen again. 

xx. ERCOT has made internal improvements to address communications issue

xxi. Heather – if communications had not taken place. Restoring data would have helped

xxii. Jackie – in this case ERCOT has admitted issue and result.  If language did exist and ERCOT had to execute, would require lodestar code changes, rolling back data, etc with system constraints as a result requiring NPRR/SCR

xxiii. Jim – group will not submit

6. RUC Start Time – Mandy Bauld

a. When look to determine startup offers used for RUC make whole payment, we use value passed from MMS. That value tells type of start for that RUC commitment.

b. When get RUC BDI not running through MMS so not added. Also similar issues with extension on existing commitment and later commitment comes in

c. When gets to settlements review contiguous block so needed start type on first interval of RUC

d. Can go through eligibility process, see startup eligible but not able to pick start type as we have “0”

i. Defect being worked and in testing

ii. Target production late March

iii. When goes into production will get picked up beyond 12/1.

iv. If run final for day settled, will resolve going forward. 

v. Any true up or final will pick up change

vi. Based on data, evaluate offline time compared with start type and determine needed type and parameters (hot, intermediate, cold)

vii. 30 day notice will go out this or next week.

1. Plan to provide view of change in format similar to requirements documents posted throughout trials

2. Heather – high level logic – is this technique being used since historical MMS not available?

3. Mandy – we will have info in system showing status for each interval/hour (off/on) and have RUC commitment so know when was supposed to come on.  

a. To pull from MMS, when MMS runs during RUC process they give start type relevant at that point in time. May choose to bring resource on and look like cold start so pass over cold start value.  When values transmit with all commitments may have different view (hot start due to extensions, etc). 

b. Mandy – only start type is what we have today. No RUC BDI or extension so no historical to use (look back).  Each snapshot can look different.

c. Tony – powercosts – could see startup type of hot, but not what you end up with?

d. Mandy – might not meet all criteria to be on/offline during 6 hour window to be determined to be startup eligible. 

e. Tony – some concerns there – could you provide examples?

f. Mandy – reviewed example

g. Tony – additional question – no place written how ERCOT calculates intermediate hot and cold intervals. 

h. Mandy – within MMS or current state?

i. Tony – was told that is not documented anywhere exactly how evaluated

j. Mandy – RUC decision making process?

k. Tony – yes – what is math exactly?

l. Mandy – will be in 30 day notice

m. Mandy – check with Carrie Tucker****

n. Mandy – please pass on any questions

7. Revenue Neutrality – Mandy

a. Reviewed presentation (to be posted after meeting)

b. Charts for month of December

c. Issues around energy-weighted prices resulting in artificial congestion payments

d. Comparison to January

i. More charged energy imbalance in January than collecting

ii. Remainder fairly consistent, but 1/12-1/13 

1. Result of congestion in south zone

2. PTP obligations remain large

iii. Large offset from energy imbalance charge

iv. Dead BUS pricing December and January

1. Did not take place February

2. Other than weather event, payout reduced compared to previous

3. Still days with high prices but around 11th see obligations back down

4. Typical prices 2/6-2/7

5. Also seeing pricing issue (time-weighted) for valuing virtual energy opposed to bid weighted, nothing changes. 

6. Reviewed single day prices and if had time-weighted instead of bid weighted and saw net difference in range of 10,000 dollars total for day. 

a. Have reviewed sampling of data – have not analyzed every day yet.

7. Jim – first thing is “do we know what is driving #s point by point?  Dead bus versus pricing issue identified in IMM?

8. Mandy – from review appears dead bus pricing at system lambda had bigger impact.  Needs additional review

9. Pam – 5 million was for December and January

10. Mandy – based on February appears to be dead bus as primary driver. Reviewing rest of February.

11. Jim – do we classify revenues/expenses as congestion or system related?

12. Mandy – use of system lambda price instead of price resource-resource node PTP obligation, makes it look like congestion when not – even for dead bus issue. Unsure of classification at this time

13. Bill – would be a good idea to communicate exact #s of dead bus versus time weighting for March TAC**** Should we resettle? Discussions seem to support resettlement

14. Mandy – based on estimates, time weighted missing, but seems to be issue.

15. Jim – agree with Bill’s assessment and need for review for TAC

8. Settlement Handbook/Guide – J. Galvin
a. Discussed template
b. Added Data Extract Source column
c. Need to add more detail below charts for breakdown of pre-settlement, shadow and “other” activities
d. Question for group – does this new addition appear to be the direction you would all like to go with this document?

i. Harika – love the where to find in extracts. 

ii. Jackie – in PRDE there is table called bill determinate table – there is a field that tells you what theme of interval/scalar tables there and where they are. 

iii. Heather – agree with format and what is included

iv. ****Jim – will need some help setting up sub task force with Jim/Harika leading.  Need volunteers to put together. 

1. Will assign sections to volunteers

2. Will help with draft completion before end of year

3. Asked for volunteers

a. Alana (NRG) 

b. Harika

c. Heather (real time imbalance)

d. Lori Williams 

e. Jim – email group tomorrow, set up calls, etc****

9. Real Time Settlement Timelines – J. Galvin

a. Reviewed slides (posted on meeting page)

i. Issue around Real time liability complete non-settled and Real Time for future operating days

ii. Since don’t have metered information looking at load ratio share 2 weeks prior. 

1. Difference versus actualized

2. Before days are function of days estimated

3. Takes real time reliability not invoiced and multiplies by 150%

4. Looking for ideas to improve

a. Jim – load piece. One concern is considering during weather event, historical load feeds estimated loads, could overstate calculations

b. Tim – correct – or understated for some counterparties

c. Tim – reported load volumes from load zone for real time date x load ratio share from 2 weeks prior

d. Jim – that is issue not really indicative of usage. Is there a more accurate means (backcasted, weather adjusted) – is this feasible?

i. Loretta – isn’t state estimator data avail as well? We could use that and it is telemetered

ii. Jim to Jackie – add to credit – taking total load and applying load ratio share.  Are there better ways to estimate load?  We look at backcasted  and are able to do that by early morning next day.  Is there means of aggregating load by entity rather than ratio share?

iii. Jackie – will have to bring to data aggregation team and probably load profiling as well.  

iv. Don Tucker – looking for another run for point in time and generation for telemetry values?

v. Jackie – instead of load ratio share, calculation by REP/QSE

vi. Jackie – would be different type of run

vii. Cheryl –concerns of  timeliness of data due to additional data agg run

1. ERCOT will review internally

2. Jim - Backcasted at least give us hourly cuts by next morning

3. Loretta – even if can’t get data to credit system by next morning – if 2-3 day process later using more accurate data would be more beneficial. 

4. Tim – we rely on data for 10 days before invoice/settlement

5. Harika – where is the “150%” coming from?

6. Tim – comes from conservative standpoint as capturing unbilled days – cleared not invoiced.  What is prices spike in future and collateral requirements are not correct… if saw a spike and quantity stayed same or combined with price spike, able to avoid mass transition risk.

7. Heather – trying to apply conservative principle on one side and accurate data on other.  Once have accurate data issue is moot.

8. Cheryl – covers estimate (forward) risk, which brought in multiplier.  Also need historical risk. 

a. Tim – additionally, real time information (in to CMM) is not coming in AM report, is coming in PM report on day following operating day?

b. Cheryl – should be in morning report. Occasionally not but typically in AM report on day following operating day.

c. Jim – best solution is new aggregated cut next day.

i. If hourly ok and less cumbersome

d. Don – if run another data agg run, would be estimating data not in systems currently

e. Jackie – around load data, for AMS ESIIDs we have 2 TDSPs that send data day after operating day, so loads 2 days later. 3rd TDSP sends day 6 so processes day 6 and 7, so actual data would not be available yet

f. Tim – explore/evaluate other means

g. Tim – as data comes in, include in RTL equation

h. Jim – sounds correct

i. Cheryl - ERCOT will discuss issue and bring back ideas to chair/co-chair and bring to SEWG through leadership

j. ***Jim – please have ERCOT discuss and update at next week MCWG and next month SEWG

k. Tamila – do you work with individual MPs to “reshape” if they suspect something is awry?

l. Cheryl – yes

m. Heather – is this formal dispute?

n. Tamila – not formal dispute – bring to ERCOTs attention and they will review with your collateral calculations

o. Cheryl – even disputing statement, you pay first then dispute. 

viii. Tim – when meet in smaller group, can you back-test to review if there are better ways to calculate than load ratio share 2 weeks back? 

ix. Cheryl – not sure if can be done by next month but will see what can do *****

x. Jim – question to Cheryl regarding NPRR relative to this topic?

xi. Cheryl – in draft mode but got pushed back slightly.  Reviewing with Mandy/Cheryl.

xii. Jim – will put on agenda for next month – if something comes up earlier would like conference call ****

xiii. Jim – any discussions around weather event and profiles?

xiv. Don – PWG has agenda item to discuss

xv. Jim – concerns of profiled load not reflecting accurately. Are settlement impacts being reviewed?

xvi. Don – only profiling working group reviewing outages system-wide

xvii. Harika – reviewed NPRR

1. Question about NPRR with impact statement for real time settlement

2. Mandy – appears fine. Once filed will add sections in comments

3. Jackie – checking on DIA end too

4. Harika – want MCWG/SEWG joint sponsorship – Tim ok with this?

5. Tim – yes

6. Tim – check with PWG and feed back info to SEWG

7. Shams – how does this relate to combined invoice of DAM and real-time

8. Jim – waiting on ERCOT NPRR

9. Harika – goal was 2 NPRRs to split it up

10. Pat – by speeding real time initial up to 9 days, does CODE/MODE stay at 48 hours?

11. Harika – yes, unless language change

10. Discussion on needed extracts – J. Galvin
a. NPRR allows creating “trade criteria” 4.4.1.2 and 4.4.2.2 regarding information ERCOT can provide that allows to see for every settlement process, which components are acceptable in ERCOT systems.
b. Will help with mismatches with counterparties

c. For ERCOT keeps them out of mismatches

d. Reviewed addition in NPRR to protocol (4.4.2.2 - #5)

e. Jim – asked group for feedback

i. Heather – clarification of “settlement process”

ii. Jim – tried to stay similar to existing verbiage.  Will need additional language, for capacity short for instance.  

1. Maybe include timestamp for each trade

2. Jim – will add

3. Jackie – would research, do impact analysis and determine best course, be it report, extract, etc at that time

11. NPRR 326 -  J. Galvin  ****PLACEHOLDER FOR AGENDA ITEM NEXT MONTH*** (update from other two meetings)

a. URGENT timeline NOT met

b. Nothing formal presented at this time.

c. GROUP*** - please review and comments to chair/vice chair

12. Other

a. Jackie – 1/27 - - notice went out about commercial API changes effective 2/28. Reminder if you are using commercial API (zonal) for nodal extracts, that will cease functioning.  Need to use EWS get reports. 

i. Initial notice went out 6 months before change

b. Jackie – Market info list from last meeting – feedback on items discussed.  According to COPS guide is that they want notification for issues of anything happening with extracts/reports out of normal.  From ERCOT, if something posts 15 minutes, we will still post it late. If not within a couple of hours will see notice and legal will work with PUCT for compliance. 

i. Discussions internally to remove that column from report.  Everything being treated with same urgency. 

	Action Items / Next Steps:

	1. Jackie – check on missing final posting of State Estimator Reports (SPPs) – would an issue where no prices post cause price correction?
2. Jim G – remove “adjusted” term from pivot table

3. Group – continue to report to TAC/COPS on weather event information

4. Jackie – set up meeting offline with SEWG/MISUG groups regarding crossover activities to prevent duplication of work

5. Group – continue work on settlement statement modification to add more data but still reduce size

6. Jackie – analyze data regarding intermediate cuts – regarding events not saving . 

7. Mandy – review situation with net metered site amount totals not in extract – review info across QSEs

8. All – refer any inquiring parties asking about CCuts to ERCOT Account Manager to facilitate conversations

9. Mandy – check with Carrie Tucker regarding RUC start time – math process

10. Group/Chairs – from Bill Barnes – need to communicate exact numbers of dead bus versus time weighting for March TAC review

11. Jim – set up sub task force with Jim G and Harika leading for settlement handbook discussions

a. Volunteers:

i. Alana (NRG)

ii. Harika

iii. Heather (real-time imbalance)

iv. Lori Williams

v. Jim G.

1. Jim – email group tomorrow, set up calls, etc…

12. Real Time Settlements – Jim G – evaluate other means for AMS load data as TDSPs send at different times. As data comes in, include in RTL equation. 

13. Cheryl Yager – discuss internally (within ERCOT) the issue of load data and multiple TDSPs and bring ideas back to Jim Galvin and Harika Basaran
a. Jim G – bring findings from Cheryl back to SEWG/MCWG

14. Cheryl – research other options regarding using load ratio share 2 weeks back and bring determinations to Jim and Harika
15. Jim G – agenda item for next month – conference call if info found earlier than next meeting (regarding 2 weeks load ratio share info previously listed)

16. Jim G – agenda item for next month – NPRR 326

a. Group – review and send comments to Jim G and Harika B


