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	Agenda

1.

Antitrust Admonition and Agenda Review

J. Galvin

9:30 a.m.

2.

COPS Meeting Review

J. Galvin

9:40 a.m.

3.

Extract Issues Update

T. Felton

9:55 a.m.

4.

NPRR 278 (EILS) Follow-up

J. Galvin

10:15 a.m.

5.

Nodal Q&A

J. Galvin

10:45 a.m.

1. COPS Review

a. Met on 11/9. 

b. All documents posted

i. NPRR 278 came back to COPS with additional request for Paul Wattles to provide summary of discussions a month ago regarding concerns with settlement impacts.  Will update later in meeting as one group requested additional consideration.

ii. Questions on Nodal Surcharge

1. Admin fee born by generators

2. Increased from 17 to 37 cents

3. Zonal and nodal protocols state surcharge retiring

4. No details on what is debt financed and what is fee financed

5. Revised surcharge based on 644 million dollar project cost

6. ERCOT reviewing cost cutting measures and streamlining

7. Cost appears to be 530 million.

8. Discretionary fund (board approved) for risk mitigation issues, system designs, etc for any costs over budget

9. Portion set aside for any post go-live issues (25 million approved)

10. Fee not impacted by changes in budget or issues around discretionary fund

11. Last expectation for cost recovery 2014 timeframe

12. Trials testing over

13. During cutover phase, LFC taking place. No settlement or credit simulation around those testing events. 

a. Some additional testing during cutover

i. 2 LFC

ii. Updates every Friday in Market Trials call

iii. Request all SEWG participants take part in call

iv. End of October timeframe – issues around high prices and low negative prices

1. Based on a couple of items identified of fall seasonal outages, # of units in “on test” mode so those units unavailable for SCED. 

2. Some elements of congestion during LFC test time period

3. Successes still there. ERCOT able to maintain frequency and reliable operations.

4. Emergency base point tested

a. Successful but rerun in last LFC test

5. ERCOT implementing soft start today

a. Reports generated from credit module with credit constraints beginning 11/16

b. Opportunity to submit information, simulate Day Ahead clearing but not settlement binding nor settlement activity posted on soft start DAM runs but will see credit requirements in play during simulation

6. CRR auction results posting for most recent auction (posting today)

a. 1st settlement invoice for nodal

b. That invoice payable to ERCOT on 11/19 and any payments to CRR account holders made on 11/22 (one week)

7. On 23rd see market submission open

a. MPs will submit info for go live period

b. Network Operation Model live on 11/24

c. ERCOT publishing first ACL (avail credit limit) for first DAM on 11/30 for trade date 12/1. 

2. ERCOT Issues/Reports Update – Trey Felton

a. Reviewed incident summary posted on meeting page

i. 10/22 – 237 minute outage – report explorer/retail API

1. Human error

2. Data corruption issues fixed before out of protocol for any reports/extracts

3. Processes implemented to prevent in future

ii. 10/26-10/28 -SID, shadow price extract

a. Posted 3-12 hours late

2. Higher than normal volume of data caused replication lag to increase and as a result the replicated data generated extracts later than normal

3. Lag lasted about 3 days and back to normal on 29th. 

iii. 11/1 – timeliness with ESIID svc history/usage

1. Delayed and not posted in protocol

2. Due to changes in extract for nodal causing incorrect files created

a. Had to fix those changes and result was posted 9 hours 20 minutes late on 11/2

3. 11/2 – ESIID svc history/usage

a. Completeness issue

b. Did not include data set for settlepoint table

c. ERCOT provided data on 11/6 to correct

i. Steven Lang – one table data did not get updated so went out was missing a table.  Had system issue during rerun so data was provided 3 days later.

ii. None of the data was required – was all nodal go-live data. 

1. On PRDE same issue – also holds same settlepoint tables, settlepoint history and type tables for Nodal.

2. Heather – changes were more than “update” but changes to structure

3. Steven Lang – additional DDL posted to load for that day and on ERCOT side one table did not available.  User guide has orders in which to process data but design of how to input information is up to MPs.  

4. Heather – to reintegrate a new table/new tables, if we were already live and there was a change that was over and above what was customary, we use this process and incorporate in SLA

5. Trey – most of the rules around notices in COPS guide.  When send notice for change like that moving forward will use MGRR to modify guide to reflect process. If in SLA will be one-off, but if added in guide will formalize and refer to the SLA.

6. Debbie – moving forward, like EMIL, will we see changes/failures on this sheet? (referring to EWS web services/get report functions)

7. Steven – will follow standard processes and will report with notices, etc.

4. 11/2 – weekly Siebel service order extract

a. Late out of protocol

b. Full root cause under investigation

5. Notice about changes

a. Load estimation count reports

b. Missing consumption report

c. Tdsp distribution loss factor report

d. Forecasted TDSP loss factor report

e. Actual/forecasted TDSP transmission loss factors report

i. Refer to notice for any questions on changes

ii. Contact  Jim Galvin if need notice forwarded

iii. Jim to Trey – will you be reporting on changes moving forward?

iv. Trey – Yes – will be included in incident summary

v. Jim – need to track moving forward for zonal issues and which extracts impacted

vi. Trey – starting on 12/1 will continue to monitor

3. SLA – TREY

a. Reviewed SLA document

i. Jim – summary regarding to zonal resettlements during nodal. 

1. Request that anything with TML/ etc for zonal be included in SLA as long as those systems are still functional

b. Retail – MarkeTrak – for availability use method subtracting outage windows and using synthetic transactions for performance

i. Not all systems have synthetic transactions to use for monitoring

c. Will report commercial/retail API separately

i. Jim – what is process for soliciting additional feedback?

1. Trey - I have 2 changes to make to document

2. Sent out 2-3 weeks ago. Only  a couple of comments received

3. Jim – add comments received and comments today (TML, etc) and send back out for comments with tight timeline (no more than a week) to bring to COPS next month.

a. Debbie agreed

4. NPRR 278 – Jim Galvin

a. Reviewed presentation to COPS

i. Brought about quickly

ii. Looks at EILS settlement process focusing on settlement provisions for self-providers

iii. Discussed last SEWG and submitted to listserv for comments

iv. Nothing found and endorsed to COPS

1. There was a valid question that came up at COPS

a. Demand response customers not in position to be able to be accurately accounted for or for EILS or provisioning of EILS

b. Might want to keep on agenda moving forward in case any issues arise

2. Questions/Concerns:

a. Will reach out to COPS committee member requesting more information for formal presentation to SEWG

b. **Keep on agenda for next month**

5. Zonal/nodal summary – Jim/Mandy

a. Reviewed presentation from Mandy (to be posted post-meeting)

i. Final/True Up and any resettlements for zonal

ii. Statements/invoices separately

iii. Parallel until zonal settlements closed

iv. Expect weekly/daily DAM, nodal real-time and weekly zonal resettlement invoice

v. Delivered via TML

1. One question (to Pam) – beyond resettlement date, could be existing disputes that leave zonal open to resettlement even past 180 day period. At what  point will zonal truly be taken offline and archived? Could discuss on 11/19

2. Mandy – some will fall out of ILM project for data retention. Will be monitoring close to timeline based on outstanding ADRs June 2011. 

3. Jim – outstanding ADRs posted.  ***include in agenda for December to review***

4. Mandy – no combination of nodal/zonal on any statement/invoice. Will have high volume of statements/invoices til zonal cycle closes. Nodal on MIS, zonal TML

5. Jim – questions on call last week about QSE/QSE trades and mismatches

a. Notification process – issue/concern is that very little opportunity to simulate trading activity with QSE/QSE trades.  How will be notified if not a valid trade confirmed to ensure that everyone understands that when it comes to energy trading criteria (4.4.2.1 protocols) – each trade must include

i. Buying

ii. Selling

iii. Quantity (MW)

iv. 1st/last settlement interval

v. Settlement point

vi. Must be confirmed by buyer and seller to be valid

b. Question: if trading confirmations not being communicated to both buyer and seller to understand if one point may be mismatched.  Only the first person to submit transaction notified.  If trade is not valid is no longer QSE/QSE trade in settlement data and real time imbalance comes into play

c. Mandy – correct.  Could impact capacity short as well.  If mismatched we would not see the trade. 

d. Jim – is there a formal mismatch notification that goes out to both parties?

e. Harika – I talked to traders who submitted and they show up on MIS and see standing and approved trades.  

f. Heather – concern is that if you enter trade when counterparty confirms, you get MIS timestamp. If you are the 2nd in line how long do u want to keep checking the unconfirmed trades as adjustment period closes.  How do you realize it is too late?

g. Jim – if other side had not submitted anything, has anyone tested that?

h. Heather – 2nd can only confirm a trade.

i. Jim – concern is both parties being able to see matched or not (Harika confirmed with pending trades in MIS), however issue around time-stamping would be critical depending on when RUC process initiated/completed and actual RUC snapshot excluded if trade not validated at that time

j. Heather – correct.  It is not enough to have each party submit – 2nd can only confirm and their confirmation creates a data stream to initiating QSE but not to confirming QSE

k. Jim – timing issue with when trades validated and trading desks need to ensure submitted and on timely basis.  Even when trade submitted some messaging indicated that you have to validate the trade with you as counterparty.  Question on timing of when that is validated.  Closer you get to run of RUC or snapshot more likely to be an issue. 

l. Pat Vogle – Exelon

i. How long does mismatch info stay out there?

ii. If settling real time 10 days later. if data is only there 3-5 days, I still don’t know who I have mismatch with from settlement statement. 

iii. Jim – nothing states mismatched with “x” counterparty

iv. Mandy – this is summary level data.  Definitely not 10 days 

v. Jim – tracking of mismatches, XML/portal messages in zonal. Settlement data will only give valid counterpart to counterparty changes not available until real-time

vi. Heather – no nodal mismatch bill determinates

vii. Jim – agree – I can itemize valid trades but if not available til settlement time, we’re walking blind unless have info from MIS as to what was not matched and what was resolved

viii. Mandy – should get data from MMS to lodestar.  Will be 2 days after operating day (summary data, not trade by trade)

ix. Jim – from back-office perspective, unless can acknowledge trades are valid will not have ability to resolve til at minimum 2 days after fact with SID information extract

x. Mandy – no invalid trades stored – invalid are not captured

xi. ?? On SID extract, does that have counterparty listed?

xii. Mandy – do not believe so.  Data is by QSE and settlement point.  It’s not like current where you can see other QSE (no bill determinate). 

xiii. Pam and Heather agreed

xiv. Jim - No info that identifies valid trade with counterparty? Will review database and determinates. *** Jim – research and bring up for Friday call***

xv. Heather – also curious – confirming QSE does not get data from MMS communicator. If you confirm you will see but nothing by messaging system.

xvi. Pam – confirming entity has to enter info as well.

xvii. Heather - **will research**

xviii. Pam – checking with Carrie Tucker on this.

xix. Carrie Tucker – CP gets notified that trade submitted. CP submits matching trade.  Includes unmatched and confirmed.  When you hit ‘query’ button, it runs query at that time for all trades (confirmed and not yet confirmed).  

1. Can compare timestamp of trade and RUC timestamp

2. Pat Vogle – how far back can I go?

3. Carrie – 7 days

4. Pat – my settlements are at 10 days, but can only go back 7?

5. Carrie – can change up to 2:30 next day so at that time can no longer be changed.  I recommend not waiting for settlement statements but query system regularly

6. Pat – I’m concerned if I see something on a statement that is a surprise, how can I go look if data goes away after 7 days?

7. Jim – is there a data stream to the QSE (xml, etc) identifying valid trades for a day?

8. Carrie – no – user initiated to confirm trade for that day.

9. Jim – but there is means for requesting report next day summarizing trades?

10. Carrie – yes but does not have timestamp

11. Jim – how do we resolve whether we believe we had a formal trade entered in system but no timestamp?

12. Carrie – based on the notification sent (XML if have web services listener, otherwise “notifications” tab on market manager”.  Trade can only be queried for 7 days, but notifications can be queried 30 days in past.

a. Also recommend especially for DRUC process run a query to ensure up to date with what is in system

b. Heather – no passive confirmation of trades. When I enter my responding trade is there a confirmation notification?

c. Carrie – no – since you are confirming we do not notify 2nd. Only originator. Market Manager will allow you to query outstanding trades, select one and automatically populate matching data and then “confirm” by submission. 

d. Carrie – market submission validations document on MIS if needed.

e. Jim - **group needs to review this process**

m. Jim – additional question about publishing of real time settlement point prices

i. Based on schedule time, automatic retry function that reposts data. If that fails there is a manual function to post that. Automated function comes in XML/CSV format but manual is only CSV. 

1. For entities using XML, how can they use CSV for manual?

2. Sunit – response from Jeff Gilbertson ERCOT is that they are working on this defect and will have fix before go-live to generate csv and XML for manual runs

6. Shortened SCED interval – Jim Galvin

a. Reviewed spreadsheet from previous call

b. Short-term fix for shortened interval being addressed with ERCOT

i. Question if SCED interval overlaps another interval? 

1. Spreadsheet addresses

2. If overlaps and not shortened interval, exemption issued

7. Open questions:

a. Jim – review all docs and submit to Craig for posting on main SEWG page

b. Harika – TCR invoice for December – what is process?

i. Mandy - Waiting on follow-up from Steve Reedy (with ERCOT) 

ii. Harika – TRE invoice – still posted same?

iii. Mandy – have to check with Art Deller ***

8. Jim – another discussion on 11/19 (WebEx call) relating to nodal activities.  If anything you want discussed/reviewed email Jim Galvin.

Notice tomorrow (to SEWG list)

	Action Items / Next Steps:

	· Jim G- NPRR 278 – Keep on agenda for December SEWG meeting
· Jim G – Outstanding ADRs posted – agenda for December SEWG meeting

· Jim/Heather – research database and determinates for identification of valid trades with counterparty

· Pam – also check with Carrie Tucker

· Group – review notification process for trade submission confirmation

· Mandy – check with Art Deller regarding TCR invoice process

· 


