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	***Items with RED font are actions items and are compiled in the “Action Items” section at end of document***
Agenda

1.

Antitrust Admonition and Agenda Review

J. Galvin

9:30 a.m.

2.

COPS Meeting Review

J. Galvin

9:40 a.m.

3.

Extract Issues Update

T. Felton

9:55 a.m.

4.

Base Point Deviation- SCED Shortened Intervals

J. Galvin

10:15 a.m.

5.

11/1/2010 Retail Extract Changes for Nodal

J. Ashbaugh

11:00 a.m.

6.

CCWG COPS Market Guide Section 10

J. Galvin

11:10 a.m.

7.

Lunch

12:00 p.m.

8.

Nodal Update and Settlement Algorithms Deep Dive

J. Galvin

1:00 p.m.

MEETING NOTES

1. COPS Meeting Review – Jim Galvin
a. Met on 9/14
b. Standard report for this month
i. Communication working group has document for SEWG review. 
ii. Going forward, streamlining committee/wg/tf structure
iii. SEWG will report to WMS rather than COPS, which is being dissolved
iv. SEWG will need to expand focus to include retail impacts
v. Anticipating a handful of issues as nodal goes live
vi. Debbie – many COPS members disagreed with restructuring recommendations
1. Have asked anyone who feels the same to notify their TAC member
c. SEWG report to COPS
i. Discussed nodal settlement algorithms and usage of nodal trials data
ii. Have had good turnout so far
iii. Completed sessions on 8/26/, 9/9 and 9/16
iv. Positive response so far
v. Examples from 9/16 to be sent for posting tomorrow (9/21)
vi. Future meetings (webex only) 9/23 2-4 pm and 9/29 2-4 pm
1. Please notify Jim Galvin with any info needed for these meetings
2. Will likely defer meetings at end of quarter

a. Jim – CCWG rescheduling 9/27 meeting – should not overlap

3. Future algorithms (more basic) likely will not be changed

a. Admin fee, etc

4. May modify RUC for instances of 2 examples in one day

d. 48 hour test concluded

i. Day ahead market issues being followed up on

ii. Clearing of all load in DAM – feasibility

iii. Market prices and where settled

iv. RUC commitments for units being RUC’d on still high but being reduced in later tests compared to August

1. Possible weather-related issues due to high heat

v. Week ahead RUC (WRUC) not cleared in trials framework yet

1. Unsure if will be included in trials

vi. DAM – full credit calculationos and reports provided

1. NPRR 206 efactors somewhat nets for credit impact for MPs (limits)

a. Discussions ACLs are somewhat high compared to current market (not all somewhat, some substantially higher)

b. Movement to modify strategy for ACL on weekend periods

i. Going through stakeholder process review

vii. LFC periods

1. ERCOT remains strong in maintaining frequency and reliability

2. Still offer cap prices reached

a. Decreasing but still seeing into hundreds the # of intervals with caps being reached or exceeded

b. Possibly due to peak demand during high heat

3. ERCOT has completed multiple LFC tests

4. Recommend reviewing results during LFC test periods to determine closest comparison to nodal

5. MPs should follow nodal systems but update zonal operations to mirror including updating COP data.

6. Significant anomalies found, but close to normal nodal operations and compare with zonal

viii. Control performance standard (CPS1) – maintain frequency and reliability has had positive results.

1. Still under review – concerns around financial outcomes during trials period

e. Issues being reviewed

i. ERCOT working on and providing NPRR 272 to address ability to use quick start non-spin resources

1. Used quite a bit in zonal

2. How SCED picks up these units still in question

3. Market would like this capacity included

ii. Utilization of on-test resource status

1. Units ramping on and offline

2. Concerns of base point deviation charges during times where resources are trying to sync to grid

3. On test mode provides ERCOT means to reach startup position and ensure unit is ready to be released for SCED dispatch per COP

4. Previous intervals reached 90% LSL (when selected for SCED) but still not released from startup operations, so could get base points it cannot reach.  

a. Same issue during ramp-down

5. ERCOT will allow to use on-test during these periods

6. Mandy – NPRR using on-test for startup/shutdown, NPRR 273. At PRS this week. Not on WMS agenda but may be discussed

a. Draft NPRR coming from QSE manager working group to discuss at WMS as well

iii. Settlement/COMS/Credit

1. Flow of information has worked very fluidly

a. Not perfect – duplicated documents, extracts missed deadline, but high 90% rate

b. Substantially better than previous market-open

2. Settlement algorithms appear to be working

a. One concern will be addressed today

b. Will need correction if deemed necessary

c. RUC capacity credit/shortfall - confirmed that there was no issue

iv. Dispute interface

1. Now able to test

a. Recommend everyone test

b. Mandy – not full-loop, just tests interface to determine if interface is working. 

c. Please continue to send information to markettrials email
2. Extract Issues Update – Trey Felton
a. Last outage was degradation – 8/30. 
b. 2 incidents with retail explorer – 2:40 pm-3:30 pm
i. 1st issue
1. Authentication servers/siteminder issues
2. Being decommissioned and should have failed over to new servers
3. Configuration issue caused 50 minute intermittent issue
ii. Separate 163 minute outage 8/30. 
1. Certificate issue due to expiration of certificates
c. 9-4 issue with Storage Area Network (SAN). 

i. Led to disaster recovery systems

ii. Hardware failure

iii. Did not affect operational production systems

iv. Could not readily restore from backup

v. Decision made to take labor day holiday to do emergency fix to SAN

vi. Failed over nodal systems and zonal EMS but not retail

vii. Took 12 hour retail outage to resolve

viii. Notice went out on 9/6

ix. 810 minute outage of TML and retail API – unplanned

x. System back up early Tuesday AM

xi. Led to backlog in extract processing

xii. Several posted late as a result

1. Day ahead and ancillary service bid stack

2. Notice on 9/7

3. Should have posted by midnight 9/6

a. Posted on 9/7 at 1600

b. 16 hours late

c. Out of protocol

xiii. Weekly service order extract

1. Due by midnight

2. Posted at 2:44 on 9/10

xiv. ESIID svc history usage

1. 9/9 12:48 posted

2. 9/8 posted at 2:47 pm on 9/10

3. 9/9 posted on 9/10 at 9:29am

xv. As of 9/10 all extracts caught up

d. 9/15 posted several extracts twice

i. Esiid svc hist usage

ii. Supp idr required

iii. Others from spreadsheet

iv. Due to delays in batch execution

1. Weekly service order extract 2 days late.

2. Due by midnight 9/7. Posted early am on 9/10

3. Centerpoint had some issues with delay but were able to work around and take steps to ensure systems were ok.

3. Base Point Deviation- SCED Shortened Intervals – Jim Galvin
a. Reviewed presentation to be posted after meeting
i. Periods where SCED runs short intervals and could exceed 5% or 5mw bandwidth
ii. Not much change available

iii. Deemed as issue that needs to go through stakeholder process to adjust bandwidths

iv. Issue where previous interval being used (see “background” on presentation)

1. There is potential issue  for a Base Point Deviation penalty even when resource follows all basepoints, based on ramp conditions and the current protocol formula for AABP

2. Long-term resolution may be needed

3. Reviewed algorithm

4. QMWG discussions have occurred to determine the appropriate way to charge basepoint deviations where negative but no determination made at this time

5. Mandy – part of NPRR going to WMS

a. Jack Brown – doesn’t the frequency affect this charge type?

b. Jim – yes – for over generation and under generation have different thresholds

i. If helping frequency condition flagged and exempt from basepoint deviation charges

c. Reviewed example

1. Group agreed with example verbiage

2. Jack – telemetered gen – where did this value come from?  Telemetry is every 4 seconds and ERCOT hasn’t yet answered where this comes from. Time weighted? 

3. Mandy – per protocol time-weighted over 15 minute interval. EMS averages over 15 minute data.  EMS provides TWTG to settlements, not ATG.  We will provide a follow-up with clarity around the EMS calculation of ATG and TWTG.

4. Jack Brown brought up issue with current example

5. Mandy – requested that if have specific examples of TWTG issues to send the information to markettrials email 

a. Settlements can access PI system to get telemetry data to verify TWTG data

b. Jack – real-time generation data is not 15 minute data. Is aggregated/averaged. 

c. General discussion about different ways that the calculation could have been done (simple average or time-weighted average)

d. Mandy – yes, that was requirement tested against.  If you see an issue please send in with example to markettrials email address

6. Heather – issue markettrials addressing with data of “0” – was that from EMS?

a. Mandy – this can occur for on any of the data we get from EMS when there is a failover (e.g. AABP).  We had been seeing a lot of gaps (0’s) in the TWTG data from EMS (was 0’s). 

b. EMS investigated and found an issue impact that.  A fix went in early Sept. 

c. Have been tracking – have not seen issue since fix implemented
d. FYI, ICCP data issues could cause telemetry value to be held due to ICCP corrections. Please review ICCP handbook for particulars
e. Mandy – when gaps in telemetry, we have process to recognize that and to follow up with EMS team to pull from PI to replace data.

f. Jim*** - send example data to Pam Shaw for basepoint deviation

g. Mandy*** - follow-up on ATG methodology

h. Pam** question to verify taking previous interval into account for AABP/ATG

i. Jack – reviewing protocols and TWTG being 15 minute, does it look at 43.75 regardless of SCED runs? If you calculate 43.75 and SCED runs 3 or 5 times that is the value used during that time period.

j. Mandy**** will check ATG vs TWTG calculation and will send follow up to SEWG

4. Jamie – **** needs time on October agenda to discuss EMIL updates

5. Mandy – NPRR being addressed this week

a. NPRR 262 – nodal surcharge, needed to synch up with zonal to ensure that activity that is charged in zonal is also charged in nodal.  Due to difference in what is contained in the bill determinants in nodal vs. zonal

i. GSITETOT in zonal compared to RTMG in Nodal; GSITETOT contains non-modeled generation in zonal, but it is not included in RTMG in nodal (similar to DC tie imports)

ii. System change was made to accommodate this  - change was made to make the system flexible / data-driven to accommodate inclusion or removal of any bill determinant 

b. NPRR 268 – verifiable costs

i. Changing posting location of posting manual

ii. Will be public rather than certificate-locked

c. NPRR 265 – Information mapping for CRR settlements

i. Need to know the resource category for the resources behind settlement point in order to shadow the min/max resources prices used in CRR settlement

ii. Was actually already posted in extracts, but we received questions through market trials regarding this and we wanted to ensure that protocols supporting publishing the data, since we don’t publish data like that through extracts 

iii. NPRR is clarification only; no changes

d. NPRR 278 – EILS

i. Will go to WMS and PRS this week

ii. Paul Wattles will speak to this issue as it relates to credit for self-providing EILS obligation

iii. Will include the modification of the bill determinant names 

6. Jim – TAC Go/No-Go discussions in October

MANDY – atg – HOPE TO HAVE INFO BY THURSDAY

Mandy – Please remember that we will not post any statements/invoices/extracts after September.  Market Trials is ending for us and we are starting cutover in October.


	Action Items / Next Steps:

	· Jim Galvin – send basepoint deviation example to Pam
· Mandy Bauld – follow up on ATG methodology

· Pam - question to verify taking previous interval into account for AABP/ATG

· Mandy -  check ATG vs TWTG calculation and will send follow up to SEWG

· Jim Galvin – Jamie Lavas needs time in October meeting to go over EMIL updates




