 

Barbara, 

We have a very important NODAL LFC test on Wednesday and I cannot divert any SMEs to answer this in person. I will, however, attempt to address them in this email.

The overarching question here seems to be:  “Why did we not use BES to resolve this issue?” 

The event happened at 15:20, too late to make any adjustment to BES deployments for IE 15:45.   The BES calculation takes about 5 minutes to run, followed by several minutes to send out deployment instructions/awards, then the ramping period starts 7 minutes prior to the interval.  The earliest we could have used BES to respond to this event would have been for IE16:00.  The NERC standard requires no more than 15 minutes for frequency recovery after the event. There is no way BES can help us comply with this standard, nor was it intended to.

The good news?  I think NODAL will address most of these issues.  In NODAL we will be able to perform an off schedule SCED run immediately after the event and get a market derived deployment, if the event is not too severe.
I also have more detailed answers below in red.
Questions about the June 23 DCS Event
In IE 16:15, the deployment of an additional 525 MW of NSRS resulted in a $87 drop in the MCP after the PRR 776 administrative price adjustment.  Is this a reasonable price signal, given the level of reserves at the time?  Does ERCOT believe that the PRR 776 price is a sufficient incentive for generators to commit additional capacity to avoid future DCS events?  Does the price encourage generators to offer additional capacity less frequently as the PRR 776 price functions as a cap instead of a floor? I share this concern! It is not desirable from a Reliability or Market perspective for MPCE to drop when reserves are deployed.  This is a question that was debated during the PRR 776 process in which all the stakeholders and the IMM discussed the appropriate price for administratively setting a floor when NSRS is deployed.   I’m not sure there is time to revisit this issue before nodal go live.  

Committing additional capacity does not avoid DCS events because the event is triggered by the loss of generation.

Why was BES not depleted during the event?   Looking at the Balancing Energy Offers above Event Trigger report, it is clear that Exelon’s $500 up balancing offer in the Houston zone was not selected.  (This is an offer for one of four quick start aeroderivitive turbines at Laporte.)  Why is ERCOT using non-spin instead of spinning reserves in this situation? Why is ERCOT using a 550 MW fleet up instruction (Daily Grid Operations Report, 15:20) instead of allowing the balancing energy market to clear at an appropriate level?   Why is ERCOT using LaaRs (i.e. the VDI-deployed LaaRs, not those on UFRs) instead of balancing energy?   See my first response.  We must restore the frequency in 15 minutes or less when a large unit or multiple units in the same minute trip and result in a loss of generation greater than 1083 MW.   ERCOT typically utilizes Responsive Reserve to supplement Regulation in order to ensure that we restore the frequency to pre-disturbance levels.  LaaRs are utilized as part of Responsive Reserve.  The deployment of NSRS was triggered due to ERCOT’s Adjusted Responsive Reserves dropping below 2300 MW, Non-spin is used to restore or replenish responsive reserves.  The protocols require ERCOT to deploy NSRS in EEA 1.

 According to the Operating Procedures (specifically: Operating Procedure Manual: Frequency Control Desk, 2.6, Emergency and Short Supply Operations), the first listed goal of system operations in this type of situation is, “utilization of the market to the fullest extent practicable without jeopardizing the reliability of the ERCOT System.”  Considering how BES was used, was this goal achieved?  How might ERCOT better achieve this goal during future events?  Yes.  See answer above.

It appears from the frequency plot in the event report that ERCOT over-controlled during the event: frequency ran up to 60.1 between 15:50 and 16:00.  Would this have been avoided/mitigated if BES were used in place of some of the RRS, NSRS, LaaR by VDI, and fleet OOME?  An overshoot of frequency can and usually does occur anytime LaaRs are deployed.  Also consider that the NERC BAL 002-0 standard stops the clock only when we have crossed the pre disturbance frequency, if we did try to not “overshoot” we  increase the odds of failing the NERC standard.

According to the event report, multiple VDIs were issued to QSEs to deploy LaaRs providing RRS.  In the operating guide, this is an action listed under EEA Level 2A.  Why was EEA Level 2 not declared, or why was a level 2 action used in a level 1 event?  LaaRs will also be used for DCS events (Operating Procedure Manual: Frequency Desk 2.5.4, Potential DCS Event).  

Was there any consideration given to using EILS during the event? No.  There was no reason to consider EILS since LaaRs resolved the issue and we did not need to go further than EEA level 1.  The protocols would need to be changed in order for us to use EILS sooner.

The PUCT daily reports emailed to the ROS list show the potential for EEA level 1 and for deploying LaaRs as “low” all day, even during the event when these actions were occurring.  This is not consistent with Operating Procedures (specifically: Operating Procedures Manual: Shift Supervisor Desk, 2.2.10).  Would the severity of the event have been reduced if the potential for these actions had been accurately reported?  Does the operating procedure need to be changed? There is no way to foresee a DCS event and be able to give advance notice in these cases. 

Please  feel free to contact me during the meeting if I failed to adequately address any of these questions and I will try to get the right SMEs on the phone to conference in to WMS, or send me a list of follow-up questions and we can be at the next WMS to address.

Joel Mickey

Director, Grid Operations

ERCOT

Background on DCS events and basis for deploying Non_Spin-NERC Reliability Standards states:

Standard BAL-002-0 — Disturbance Control Performance

R4. A Balancing Authority or Reserve Sharing Group shall meet the Disturbance Recovery Criterion within the Disturbance Recovery Period for 100% of Reportable Disturbances. The Disturbance Recovery Criterion is:
R4.1. A Balancing Authority shall return its ACE to zero if its ACE just prior to the Reportable Disturbance was positive or equal to zero. For negative initial ACE values just prior to the Disturbance, the Balancing Authority shall return ACE to its pre- Disturbance value.

R4.2. The default Disturbance Recovery Period is 15 minutes after the start of a Reportable Disturbance. This period may be adjusted to better suit the needs of an Interconnection based on analysis approved by the NERC Operating Committee.

R6. A Balancing Authority or Reserve Sharing Group shall fully restore its Contingency Reserves within the Contingency Reserve Restoration Period for its Interconnection.

R6.1. The Contingency Reserve Restoration Period begins at the end of the Disturbance Recovery Period.

R6.2. The default Contingency Reserve Restoration Period is 90 minutes. This period may be adjusted to better suit the reliability targets of the Interconnection based on analysis approved by the NERC Operating Committee
 

