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Executive Summary
At 15:19:54 on June 23rd, 2010, Unit A at the 138 kV Station A tripped causing the loss of approximately 733 MW of generation due to the failure of the main power transformer high side ‘C’ phase disconnect switch. 
At the same time, Circuit breakers CB1 and CB2 tripped at the 345 kV Station A. This opened one end of the 345 kV line from Station A to Station B, isolating 482 MW of generation output of units B, C and D at Station B and these units tripped approximately nine seconds later. Also, Unit E tripped at Station C causing the loss of 38 MW, for a total of 1253 MW. 
Two 138 kV lines opened and automatically reclosed from Station A-Station D and Station A-Station E with no impact.

ERCOT ISO PI Data shows the frequency dropped to 59.709 Hz immediately after the trip at 15:19:54. After the event, frequency recovered within 6 minutes and 32 seconds to its pre-disturbance value of 59.98 Hz at 15:26:26 and within 14 minutes and 22 seconds to 60 Hz at 15:34:16.  
ERCOT ISO Operators responded to this event as a NERC Disturbance Control Standard (DCS) event by instructing Load acting as Resource (LaaRs) providing Responsive Reserve Service to deploy.  

1150 MW of Generation Responsive Reserve was deployed (from 3281 MW of Adjusted Responsive Reserve (ARR) available). These reserves were deployed at the beginning of the event, along with approximately 246 MW of LaaRs, which tripped on under-frequency relay action. An additional 571 MW of LaaRs were deployed with VDIs between 15:31 and 15:34.  A total of 817 MW of LAARs were deployed. Frequency recovered to 60 Hz at 15:34:16. 
At 15:35 ERCOT implemented Level 1 of its Energy Emergency Alert (EEA). EEA Level 1 was declared because ERCOT’s ARR dropped below 2300 MW. ERCOT deployed 522 MW of Non-Spin Reserve Service (NSRS) at 15:45:09. By 15:48:12 ARR was above 2300 MW. At 16:00 all QSEs were instructed to restore all LAARs deployed. An additional 525 MW of NSRS was deployed at 16:00:07 for a total of 1047 MW. EEA Level 1 was cancelled at 16:03.
The following operations report discusses primary and contributing factors leading up to and during the EEA event and action items that ERCOT has taken in response to the event.
Time Line and Description of Significant Events
6/23
· 15:19:47 ERCOT ISO frequency prior to disturbance was 59.98 Hz.

· 15:19:54 Unit A at Station A was operating at 733 MW and tripped to zero. Also, Circuit breakers CB1 and CB2 tripped at the 345 kV Station A opening one end of the 345 kV line from Station A to Station B and isolating Station B Unit B which was operating at 157 MW, Unit C which was operating at 157 MW, and Unit D which was operating at 168 MW.  Additionally, Unit E at Station C was operating at 38 MW and tripped to zero.
· 15:19:54 ERCOT ISO frequency dropped to 59.709 Hz immediately after the trip.
· 15:19:59 1150 MW of Generation Responsive Reserve was deployed from 3281 MW of ARR available at the beginning of the event. 
· 15:20:47 Approximately 246 MW of LaaRs were deployed by under frequency relay action.
· 15:26:26 ERCOT ISO frequency returned to pre-disturbance value to 59.98 Hz 
· 15:28 Watch issued ARR below 2500 MW.  
· 15:30:55 ARR went below 2300 MW

· 15:31 to 15:34 Multiple VDIs issued to specific QSEs to control additional deployment of LaaRs providing RRS. This resulted in an additional 571 MW of LaaRs being deployed. A total of 817 MW of LaaRs were deployed during the event.
· 15:34:16 ERCOT ISO Frequency recovered to 60 Hz
· 15:35 EEA Level 1 declared for ARR below 2300 MW.

· 15:35 Hot-line calls were made to the Qualified Scheduling Entities (QSE’s) to notify them that ERCOT’s declared EEA Level 1for Adjusted Responsive Reserve below 2300 MW, STEC repeat back to ensure compliance with three-part communications.

· 15:40:03 ARR fell to 1957 MW.
· 15:45:09 ERCOT deployed 522 MW of NSRS.
· 15:48:12 ARR returned above 2300 MW.
· 15:49:12 ARR above 2500 MW.
· 16:00 Hotline call to all QSE’s to restore LaaRs 

· 16:00:07 Additional 525 MW of NSRS was deployed, for a total of 1047 MW.
· 16:03 EEA Level 1was cancelled.
· 16:03 Hot-line calls were made to the QSE’s to notify them that ERCOT’s cancelled EEA Level 1for Adjusted Responsive Reserve below 2300.
· 17:15 ERCOT extended NSRS from interval ending (IE) 18:15-18:30. 

· 18:45 Watch issued for ARR below 2500 MW was cancelled. Brazos repeat back to ensure compliance with three-part communications.
· 19:15 Advisory issued for ARR below 3000 MW was cancelled. LCRA repeat back to ensure compliance with three-part communications.
Observations/Data Review
06/23/2010 15:00 – 17:30 ARR, RRS and NSRS
[image: image1.emf]
Figure 1 ARR Available, Responsive Reserve and Non-Spin Deployed. 
06/23/10 15:00 – 17:30 Adjusted Responsive Reserve Available, Responsive Reserve Deployed, NSRS and ERCOT Taylor Frequency.  
At 15:19 before the event, ARR was 3281 MW.  At 15:40:03, ARR fell to 1957 MW and was restored to above 2300 at 15:48:12. ERCOT deployed 522 MW of NSRS at 15:45:09. At 16:00 all QSEs were instructed to restore all LAARs deployed. An additional 525 MW of NSRS was deployed at 16:00:07 for a total of 1047 MW.
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Figure 2 ARR Available, Responsive Reserve Deployed, NSRS Deployed and ERCOT Taylor Frequency. 

06/23/10 15:19 – 15:20 High-Speed Frequency Recorder Data
As can be seen in the Figure 3, per ERCOT ISO High-Speed Frequency Recorder Data the frequency initially dropped to 59.708 Hz immediately after the trip at 15:19:53.089. 
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Figure 3 ERCOT High-Speed Frequency Recorder Data on June 23, 2010.
06/23/10 15:00 – 16:00 ACE and ERCOT Taylor Frequency
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Figure 4 ACE and ERCOT Taylor Frequency. 

06/23/10 15:10 – 16:10 LaaR response and ERCOT Frequency
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Figure 4 LaaR Response and ERCOT Frequency
Action Items and Lessons Learned
· ERCOT ISO System Operations determined that this event was a DCS event. Furthermore, ERCOT recovered from the frequency deviation in Compliance with NERC Std. BAL-002-0, within the NERC disturbance recovery timeframe. 
· ERCOT ISO notes that the recovery from this event to the pre-disturbance ACE/frequency value was 6 minutes and 32 seconds, meeting the DCS recovery criteria.
· ERCOT ISO System Operations declared Level 1 of its Energy Emergency Alert as required by regional Protocols due to Adjusted Responsive Reserve dropping below 2300 MW. Adjusted Responsive Reserve was restored after a period of 17 minutes. Operators’ procedures in effect to respond to such a loss were applied and effectively recovered frequency and reserves in a timely manner.
· The Station A owner reported to ERCOT System Operations that the main power transformer high side ‘C’ phase disconnect switch failed and Unit A at Station A tripped losing approximately 733 MW of generation. Unit B, Unit C and Unit D at Station B were disconnected from the grid losing approximately 482 MW of generation due to the breakers involved not operating in accordance with their intended design.  The reason for this deviation was an omitted time delay in the trip equation of the SEL-311L relay. In addition, a distorted A phase voltage input caused the SEL-311L relay to incorrectly identify the direction of the aforementioned 138 kV fault resulting from the switch failure at 138kV Station A. TDSP corrected relay settings. All three main transformer disconnect switches for Unit A were replaced with upgraded disconnect switches. The transformer protection relays and generator breakers operated as they were designed. The source of the signal to trip Unit E at Station C is unknown at this time, investigation is ongoing.
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