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	Completed by:  J. Rudd 

	Attendees: 
Annette Morton –AEP - Vice Chair, Dave Farley – ERCOT, Trey Felton - ERCOT, Jim Rudd – ERCOT, Tim Ebbers - ERCOT, Isabelle Durham – CNP, Mike McCarty – ERCOT, Linda Roberts – Ambit, Gricelda Calzada – AEP, Carolyn Reed – Centerpoint, Jim Lee – Direct, Kathy Scott – Centerpoint, Monica Jones – Reliant, Jonathan Landry – Gexa
Web Ex: Rob Turner - Oncor, Scott Coughran – TNMP, Debbie McKeever – Oncor, Sandra Tindall – ERCOT, Tracy Richter - ERCOT


	Summary of Event:

	· Annette M.: Introductions, Review of Agenda, Antitrust Statement
Antitrust Admonition 

ERCOT strictly prohibits Market Participants and their employees who are participating in ERCOT activities from using their participation in ERCOT activities as a forum for engaging in practices or communications that violate the antitrust laws. The ERCOT Board has approved guidelines for members of ERCOT Committees, Subcommittees and Working Groups to be reviewed and followed by each Market Participant attending ERCOT meetings. If you have not received a copy of these Guidelines, copies are available at the Client Relations desk. Please remember your ongoing obligation to comply with all applicable laws, including the antitrust laws. 

Disclaimer 

All presentations and materials submitted by Market Participants or any other Entity to ERCOT staff for this meeting are received and posted with the acknowledgement that the information will be considered public in accordance with the ERCOT Websites Content Management Operating Procedure. 
· Tim Ebbers - ERCOT Systems Instances Review.
See key documents.
Annette asked when the TML outage happened as it’s not on the review.

Tim – outage was this month, will be reported next month.

         Was a hardware issue.






· Mike McCarty - Market Metric Reports 4th Quarter 2009.

See key documents.
Kathy asked if the 867_02 at 98% is something ERCOT knows whether it should be received.

          Stated that sometimes there isn’t 12 months historical usage to send.

Mike clarified how calculation is made.

Annette asked if 867_02 is based on 48 hour window after 814_03 received.

Mike stated 60 hours given for that.

Mike clarified that PUCT asked to have numbers round up, and that’s why there are a lot of 100%.

         If above 99%, it’ll show 100%.

Discussed that the 814_20s were 100%, and this is good as there were a number of _20s sent due to AMS

     transition.

Discussed that 12/2/2009 had a large number of 814_06 transactions out of protocol due to degradation.
Discussed that there was an issue with duplicate 867_02s from one TDSP.

     If duplicate 867_02 comes in, it’s counted as the time against protocol.

     TDSP was contacted and issue resolved.

Mike discussed timing of 814_06s and when sent. Sent when MVI/ SW is within 2 days.

         Some sent right away, others not until closer to MVI/ SW.

Mike discussed that 1st quarter 2010 will have some manual calculations due to emergency SIR.






















· Trey Felton - SLA – MarkeTrak performance.
Discussion on this at 3/1 MTTF meeting.
Posted on MTTF homepage.

2010 SLA – looking ate monitors to set benchmarks.

Monitor response time as well as availability.

Can determine if degradation is bad enough to warrant an outage notice.

Looked at average response times at MTTF on 3/1.

MTTF voted on benchmarks to set.

Target benchmark to determine an outage will be presented next month.

Current SLO discussed (3.75 seconds). Average has been about 3 seconds.
Slow response times likely driven by number of concurrent users.
     Currently at 60 minutes. May be reduced to 30 minutes.

          Transparent to users.
A 10 second response time could be a degraded state, but not an outage.
Discussed API and GUI SLO and API updates.

Annette asked about API spikes – was it a large number of requests/ reports/ batched info?
Trey – related more to number of users rather than requests.

Annette – can large number of batch requests slow response time?

Dave – believes number of requests hasn’t changed. Doesn’t think it causes spike.

Trey – will look into it some more.

Debbie M. – May want to make a caveat that tool has limitations for number of concurrent users.

                    Not a maintenance at ERCOT issue, but really a tool design issue with number of users.
Trey – there has definitely been an increase in number of users.

Debbie M. – Maybe report how many users on during spike times.

                    Get with vendor on this issue.

                    If 150 people on, will affect response times.

Dave – code is not optimal. Newer version would likely improve response time substantially.

Annette – is there an update for 2010?

Debbie M – Not sure if there is an update for 2010.

May be a code freeze.

Dave – figuring out what to do to improve performance. Doesn’t look like an update this year.

Annette – Should consider number of users as a factor in SLA.

Dave – will eventually see a point at which numbers are predictable.
Mike – looked at RMS website. PR 80030 is for MT upgrade.
Gricelda – discussed that more servers would be added to improve performance.

Dave – some analysis on that was done last year. 

            Doing what can be done to alleviate some of the issues.










· NAESB Update.

See key documents for full details.
Dave – discussed at high level. Gave overview.
            Discussed what has been added to 1.7, changes in 1.8 and 1.9.
            Discussed sessions and response times.
Annette – bottom line is no projects due to Nodal.

                This is a good review of what MPs need to know.

                Review schedule of their NAESB software for 1.8 and 1.9.

                Up to Texas Market to determine requirements.

Dave – greatest change was with 1.8.

            Would like to close gap on duplicate transactions.

             Do we as a market have recommendations on what to add?
Annette – we should capture information for RMS update.

                Is there a time this needs to be discussed in detail?

Debbie – discussed that there could be some real benefits with new version.

                Especially with AMS meters coming.

Annette – should we concentrate on 1.9 and see what we want?

                Should we implement the latest version?

Debbie – is everything 1.7 and 1.8 in 1.9?

Dave – discussed differences from older and latest versions.

            Discussed changes from X12 compliance to LSE flat files.

            Need to look at business requirements.

Debbie – need to look at all communications and see which NAESB version fits best.

               In scope, it states this (staying current with latest version of EDM spec).

Dave – discussed differences between X12 and MIME formats.

Annette – what action item do we want to take on this?
                Just review for now?

Dave – do we want to come back with more details on what has been added and removed in NAESB

      versions? Can give specifics.

Debbie – thinks this would be a good idea to have better detail.

               Good idea to have more discussion and stay on top of this.

Annette – concerned about how much detail should be researched.

Dave – stated that ERCOT will make a high level list of changes/revisions.
Annette – discussed issues with PGP. MPs unable to decrypt (last month’s issue).

Dave – most discussions regarding this have taken place.

            Will ensure formal communication has taken place.

             Goes back to original REFNUM problem.
Annette – additional questions on decryption errors.

                Not all MPs aware of problems, maybe sporadic decryption errors.

Dave – problem was out of session issues. Masked the problem on ERCOT’s end.

            Everything looked fine, but wasn’t.

            There are standards, but vendor didn’t follow them.
            


· 
· Discussed the two follow-up items.
Annette – have we determined that TW contacts is where ERCOT will go to contact MPs in the

     case of an issue?

                Doesn’t look like the TW contacts is reviewed.

                What is the place to look for contacts when there is an issue.

Dave – have had discussions on if TW is the right thing for contacts.

            Nothing in the near term that will change. 
            No concensus if right or wrong place.
            Jack Adams stated that RCS will at least verify that TW contact info is correct.

Annette – was it brought to TTPT at all?

Mike M. – Was discussed at RMS, but no decision made. Still an open issue.

Kathy – was not an agenda item at TTPT. Should have TTPT discuss it. Will make sure it is.
             This is not something updated during flight.
Debbie – sometimes TW is locked and can’t be changed.

               Should there be a way to update contacts and avoid locking TW?

Annette – suggests a time to have it unlocked and it is obligated that MP updates it.

                TTPT should come up with good ideas to address this issue.
· RMS Update

RMS presentation to be updated offline.
· Debbie – ERCOT PRR 606 – regarding digital certificates.

               Protocol 16.11.c. Is this happening? If not – language needs to be removed if not.

               Those laws are related to counterfeiting.

                Could be a problem with DC Attestation.

                Need to have ERCOT security verify whether still needed or not.

Annette – only section c?

Debbie – yes. 

Annette – supposed to be on MIS and isn’t?

Debbie – yes.

Sandra T. – will follow up with Jim Brenton on this issue.
Dave – recommended talking to ERCOT legal on this.
Debbie – would like agenda item to discuss 16.11 and 16.12 for next TDTWG meeting.

               






















· 




· Meeting adjourned. 


	Action Items / Next Steps:

	Action Items:  

· Kathy Scott - TTPT agenda item for TW contacts.
· Sandra Tindall – follow up with ERCOT legal on protocol 16.11.c.
· Annette – add agenda item for Protocol 16.11 and 16.12.
Future Agenda Topics:    

· TBD
2010 Meeting Dates:
· 
· April 7, 2010 WebEx/ Conference Call
· May 5, 2010 WebEx/ Conference Call

· June 2, 2010 Face-to-Face

· July 7, 2010 WebEx/ Conference Call

· August 4, 2010 WebEx/ Conference Call

· September 8, 2010 Face-to-Face

· October 6, 2010 WebEx/ Conference Call

· November 3, 2010 WebEx/ Conference Call

· December 1, 2010 Face-to-Face



	Hot topics or ‘At Risk’ Items

	· 


