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	ANTITRUST ADMONITION – 

· ERCOT strictly prohibits Market Participants and their employees who are participating in ERCOT activities from using their participation in ERCOT activities as a forum for engaging in practices or communications that violate the antitrust laws. The ERCOT Board has approved guidelines for members of ERCOT Committees, Subcommittees and Working Groups to be reviewed and followed by each Market Participant attending ERCOT meetings. If you have not received a copy of these Guidelines, copies are available at the Client Relations desk. Please remember your ongoing obligation to comply with all applicable laws, including the antitrust laws.

ERCOT Website Content Management Disclosure – 

· All presentations and materials submitted by Market Participants or any other Entity to ERCOT staff for this meeting are received and posted with the acknowledgement that the information will be considered public in accordance with the ERCOT Websites Content Management Operating Procedure.

WELCOME/INTRODUCTIONS:                                                                        

· Agenda Overview
DISCUSSION POINTS:
· Status update of SCR756/ Review document to finalize for RMS vote
· M. Jones – We want to edit SCR 756 with additional comments from MTTF.  
· S. Tindall – That’s fine.  We can make edits by adding comments to the SCR and make additional notes regarding why the comments are being made (due to PUCT changes, etc).  
· The SCR 756 comment form was then pulled up on the projector and the Web-Ex for edits.  J. Landry made edits with input from the group. 
· Following the edits:  Question – What additional steps need to be taken regarding these comments? 
· S. Tindall – This document will be finalized and then put before RMS.  Between now and the April RMS meeting these finalized and posted so that the Market can add additional comments etc. if needed.  RMS will then consider this document at the April RMS meeting.  RMS will have the option of approving the SCR with these edits and submit it to TAC or they can choose to not approve these edits and submit the original document to TAC.  They could also table it for additional discussion.    

· All agreed to the comments captured in the document.
· S. Tindall – Please send me a copy of the document and I will go over it one more time and then I will forward it back to the leadership team for approval.    
· Draft language to SCR756 for Expedited Switch Subtype 
· This agenda item was addressed in conjunction with the item above.    
· Review of ERCOT 2010 SLA 1st QTR Metrics   
· T. Felton reviewed the “MT Task Force SLA_March_v2” document that is posted to the main MT Task Force webpage (http://www.ercot.com/committees/board/tac/rms/marketraktf/).  This document was brought up on the projector and the WebEx for discussion.     
· T. Felton explained how he can use the graphs to identify possible trouble areas.  He identifies potential problems that need additional investigation by looking at the trends.  This is a manual process now.  ERCOT hopes to automate it in the future.  
· The group continued to review the document slides and discuss.  We moved through the ERCOT recommendation slides.  
· J. Landry – Could you re-cap the actions/steps that are taken by the monitoring tool?
· T. Felton – It involves a series of tasks that starts at our network and each task involves different actions within the tool.  Since there are so many different variations, I cannot really go into that level of detail without the exact documentation in front of me.  They typically run a standard set of searches, actions, etc.

· C. Reed – It looks like the new monitoring tool has done some good and we can already see some improvements.  Are there any other questions from the group?

· None heard

· J. Landry – Does the tool only monitor peak times?  
· T. Felton – It only monitors the SLA time period at this time (0700 to 1900).  Does the group want to continue to monitor the same 4 elements that we have in the past or are their others? 
· All agreed to continue to monitor the same 4 elements.  
· J. Landry - We want to be sure that this tool does not miss any spikes.  
· D. McKeever - Are you worried that we will miss spikes outside of SLA, or what?  Because this type of monitoring and these types of results are what I think we would expect from this type of tool.
· J. Landry – I was just concerned about it diluting the spikes too much?   
· C. Reed – From the metrics we are looking at today, I think that this approach should work.  
· J. Landry - I just didn’t’ want the issues diluted.  
· T. Felton – Since we are looking at 15 minute intervals, the tool should be able to capture almost all of the areas that need further investigation.    

· D. McKeever – In order to validate the issues that appear on this report, we may want to begin keeping our own logs.  This will allow us to compare what we have experienced in MarkeTrak with the data Trey brings to each of these meetings.   
· Question:  How often are these reports looked at?

· T. Felton – Right now I am looking at these reports once a month.  This program is not meant to be a real time reporting tool.   I think it would be a good idea to do what Debbie recommended and have you all keep incident logs and compare them here.  The trouble tickets are helping resolve issues real time. 

· M. Jones – So we should keep a detailed account of what information?  Should we track day, time, etc?
· T. Felton – Yes.  Please be sure to capture the time.  
· C. Reed – I would recommend filing Helpdesk tickets anytime you are having issues.  This will make sure we have a record of it.    

· D. McKeever – I would also recommend that we make a detailed note each time we are experiencing slow response times.  We want to be sure we have a record of slow performance as well.  This will allow Trey to do additional analysis later.    

· D. Michelson – One of the problems we are experiencing occurs around 0900 to 1000, because we get a large volume of users logging in and working in MarkeTrak during those times.  The system is not handling this large amount of traffic very well right now.  We have opened a ticket with our vendor, but I am not sure how successful they well be with improving the performance.  We are working towards archiving all of the issues that are older than 7 months.  We are constantly trying to keep up with the increase in MarkeTrak users and the impact they have on the system.  
· C. Reed – Do we know when the next MarkeTrak Release will occur?  
· D. Michelsen – Some time post Nodal.  
· L. Fanning – Are MarkeTrak users not automatically logged out of the tool after 60 minutes of inactivity?  
· D. Michelson – MarkeTrak does actually log you out after 60 minutes of inactivity, but it is seamless to the user.  This allows the user to be logged back in on the system without being authenticated again.  What are your thoughts of reducing the inactivity log out time from 60 minutes to 30 minutes?  I think this would help system performance as well.  
· All agreed to reducing the log out time from 60 minutes to 30 minutes.  .

· C. Reed – I don’t see a problem with decreasing it to 30 minutes since it is seamless to the user.   
· D. Michelsen – If this group agrees to it, we can implement this change very soon.  
· All agreed.

· D. Michelsen – ERCOT will continue to monitor it and be sure there is not any negative impact.  This should be a real simple change to implement and it is easy to change back if it causes a problem.  We will send out a Market Notice if we decide to change everybody’s home page to not automatically run the report that shows all issues.  This would also improve system performance, especially during the 0900 to 1000 time frame.  
· J. Landry Can the monitoring tool study the bulk insert process?
· T. Felton - I will have to look into it.  The tool utilizes very specific scripts that may or may not work with the bulk insert process. 
· J. Landry – Brought up an e-mail that he received from Johnny Robertson.  Johnny listed four proposed MarkeTrak metrics that he wanted the MarkeTrak Task Force to discuss.  He would like to see these additional items tracked if possible.  
· Some discussion within the group took place, but it was quickly determined that Johnny would need to be present to assist with the explanation of his requests.  This item was tabled for now.    

· D. Michelson - If you see something you would like to add or remove from the RMS slides, please let us know.  We would be happy to update those slides to make them more useful and user friendly.  
· Set 2010 SLA Benchmarks and Response Times for MarkeTrak   

· Group discussion ensued as the group reviewed the current SLA benchmarks and the benchmarks that ERCOT proposed for 2010.  

· L. Fanning – We are agreeable to leaving the API Query List metric to 3.75 seconds.  
· C. Reed – Any other suggestions or opinions?  

· None heard.  

· It was decided to leave the API Query List benchmark at 3.75 for 2010.  

· C. Reed – Read slide 7.  The current API Query Detail SLO is set at 2.0 seconds.  Do we want to change this metric or leave it?  . 
· L. Fanning - I agree with leaving it where it is, at 2.0 seconds for 2010.  
· C. Reed – The ERCOT recommendation is 1.5 seconds for the API Query detail.  
· It was decided to go with the ERCOT recommendation and change the API Query Detail to 1.5 seconds for 2010.  
· C. Reed – The ERCOT recommendation is 6.5 seconds for API Update.   

· It was decided to go with the ERCOT recommendation and set the API Update metric to 6.5 seconds.     

· C. Reed – There was no ERCOT recommendation for the GUI metric.  

· It was decided to monitor GUI for another 2 month time period and review the issue again at the next MTTF meeting.    

· M. Jones – The plan will be for all of us to come to an agreement on the GUI metric by the end of the 2nd quarter.  
· J. Landry has proposed some possible recommendations for defining and measuring an outage versus a degradation. J. Landry’s proposal document was brought up on the projector and the WebEx for discussion.   
· T. Felton – We need to define these terms by using tools we already have in place.  We don’t want to set these parameters by percentages of time due to the differences in time resulting from GUI vs. API, etc.   

· C. Reed – We will table this topic until the next MTTF meeting.  In the mean time, Trey can work with Jonathan to see if ERCOT wants to adopt any items from this proposal.  Trey may also come up with some additional ideas by then.    
· C. Reed – I would like to recommend that Trey review these metrics and the monitoring tool twice a month if possible.  (Trey had already left the meeting at this time). 
· Progress of MarkeTrak issue archive effort 

· T. Stewart – As we have previously discussed, ERCOT is working towards archiving all of the MarkeTrak issues that are 7 months old or older.  We hope to have this effort complete within the next week or so.    

· Question – Will there be any type of notification sent to the Market regarding this effort?  
· T. Stewart – We can send a Market notice out if you would like us to.  
· All agreed that a Market notice would be a good idea.  
· T. Stewart – OK.  We will send out a Market notice when the effort is completed.  
· T. Stewart – ERCOT is also working on a SIR that will spread the MarkeTrak traffic over four different servers, rather than only one as it is now.  This system will look at the four servers and send additional traffic to the server with the most available resources.  We do not have a firm date for implementation of this project yet.  We would like to ask for Market Participants to assist ERCOT in testing these new servers.  Would any MPs be willing to assist ERCOT in this testing effort?    ERCOT will be providing the scripts etc.  If you would be interested in assisting with this testing effort, please contact me via e-mail (tstewart@ercot.com) within the next week.   

· Review/Discuss “Action List” from Meter Tampering TF

· M. Jones – I would like to review what was discussed at the Meter Tampering Task Force meeting on 2/9.  We just want to go through it really quick so that we can all review the items that the MarkeTrak Task Force will be responsible for addressing.  
· The Meter Tampering Task Force slides were then brought up on the projector and on the WebEx.  M. Jones read through all the slides and identified areas where the MarkeTrak Task Force would be impacted.  
OTHER BUSINESS: 
· Discuss additional enhancements submitted for consideration
· K. Malkey – I would like to see if we can expand on some of the reporting capabilities.  For example, when I run the year end report, I would like to see what issues were opened as well as what issues were closed outside of established parameters.  
· M.  Jones – I would also like to see if we can add the bulk insert process to the system monitoring tool.    

· M. Jones – Please submit all of these suggested enhancements to the MTTF leadership team by March 31st in order to be considered.  Please be sure to copy all of the leadership members in your e-mail.    
· Correction of RMG
· J. Landry – We had drafted our own version of the RMG corrections.  Our concern was centered around the reference to “retail business days” in Section 7.2.4.3.  “Retail business days” is not included in the first section.  Shouldn’t both of these sections match to included “retail business days”?  

· All agreed that is should match.

· J. Landry then updated section 7.2.2.2 of the RMG to include “retail business days”.  Additional edits were made to Section 7.2.4.2.  
· S. Tindall – Please send a copy of this version to the MTTF listserv for additional comments from the group.    
· J. Landry – I will send this document out to the listserv for additional comments.  
· Gather Action Items
ADJOURN 


	Action Items / Next Steps:

	·  

	Hot topics or ‘At Risk’ Items:

	· 












































