White paper - EMS/MMS Database load frequency

Background of Modeling systems/processes

The ERCOT Zonal network model data base is normally loaded into production systems every two weeks.  Since the launch of Single Entry Model (SEM) go-live in September 2009, Transmission Service Providers (TSPs) have submitted Network Operation Model Change Requests  (NOMCRs) to ERCOT, which are validated and placed into the Network Model Management System (NMMS) database.  ERCOT examines these requests and creates Service Requests for the Zonal model, including if necessary pseudo switches and switching plans to accommodate the changes expected before the next data base load.  In zonal systems, the ERCOT Network Modeling Group takes responsibility for adding, removing, and changing the status of these pseudo switches.

The design of the NMMS was intended to support CIM model database creation as frequent as every day.  

ERCOT worked with the Network Data Support Working Group (NDSWG) throughout the Nodal NMMS implementation process, sharing its status with members of NDSWG. 

This group, with the concurrence of ERCOT, assumed a process in which a new model would be loaded into the production environment of both EMS and MMS as often as each day.  To ensure that the loading of the new model would not cause mis-operation of the applications, testing and validation processes must precede each of the loads.

ERCOT Network Modeling Group planned around this concept. Now that ERCOT is working towards integrating systems for market trials and Nodal go-live, issues are appearing with the network data base load process.  These issues fall into three major groups:

· Market Issues

· ERCOT process and facilities issues

· TSP process and facilities issues

Differences between ERCOT’s market implementation and other ISO’s market implementation make this problem unique to ERCOT.  Some ISO’s maintain separate reliability models from their market or “commercial” model, and no other ISO is required to publish a CIM model.  During the Texas Nodal Team development of the ERCOT protocols, the decision was made to implement a closely linked reliability and market model.  With this close linkage, it is not prudent to make changes to the reliability (EMS) network model without simultaneously making changes to the market (MMS) model.  The following paragraphs illustrate problems as ERCOT perceives them.  Several different load frequency proposals are discussed presenting several sides of the issues identified.  Finally ERCOT presents its recommended path forward. 

Market Effects

One of the first issues to be addressed is in regards to the potential for disparate network models between the Day-Ahead and Real-Time markets.  If daily model database loads are assumed, then when a new model is loaded into the production systems for a given operating day the SCED will calculate prices based on that new network model.   However, the Day Ahead Market (DAM) for the same operating day will run on the prior model before the update.    This seems to defeat the fundamental principal behind a day-ahead market. (i.e.  Having the same inputs and outputs will converge to the same prices as realized in real-time if the commitment and load forecast are reasonably the same). Use of identical models for DAM and real-time allows the DAM market to be more effectively used to hedge against unexpected volatility in real-time.

The utilization of different Day-Ahead models from Real-Time models also offers an unintended arbitrage opportunity to market participants with the sophistication and tools to model both scenarios, and exploit the differences between the models.   Reducing frequency of database loads does not eliminate this arbitrage opportunity; but it does reduce the number of opportunities

Nodal protocols may have recognized this hazard and addressed it in protocol section 3.3.1 ERCOT Approval of New or Relocated Facilities.  This section requires that TSPs, QSEs and Resource Entities make appropriate entries in the ERCOT Outage Scheduler before energizing and placing into service any new or relocated facility. This requirement means that equipment must be entered into the model before the day it is energized.  You cannot schedule a planned outage on piece of equipment before it is in the outage scheduler model. If the requirements of 3.3.1 are properly managed; this will always be the case, and will reduce the arbitrage opportunities between day-ahead markets and real time. 
Nodal Protocols require ERCOT to load a new model at least once a month with the three summer months limited to only one update.  Expansion to multiple database loads per month is technically possible with the Common Information Model (CIM) infrastructure implemented by ERCOT, but one must also consider additional effort to load, test, and validate models and the impact of having to operate with two differing models on the day of the data base load.

A sophisticated market participant; intending to hedge its opportunities in the day-ahead market is provided the necessary data by ERCOT in a protocol required CIM model posting for all model loads expected in the target month and the scheduled transmission outages supplied by the ERCOT outage scheduler..  It will take some time and effort for the participant to successfully load and analyze this model.  

Although frequent model changes simplify the effort of the Transmission Provider in keeping the physical model up to date; it creates additional labor cost to test the models prior to their use by both ERCOT and user market participants.  Conversely, infrequent database loads lead to increased potential for pseudo modeling, and increased effort in keeping track of what elements are in and out of the model when planning outages.  There is a balance between the frequency of model updates and the associated loading and testing versus the flexibility of being able to minimize impacts on the physical operations of TSPs.  
In the Nodal market design, competitive market participants were intended to download operating models into their software systems to allow them to analyze the impacts of its proposed transactions.  Having many different models for any given target month may have commercial impacts.

ERCOT Process and Facilities Issues

As ERCOT has begun exercising its business process for loading production models (Load time 7 hours), it has discovered that the process takes much longer to test applications to be sure they are operating correctly.  ERCOT’s efforts over the first few months at executing these processes have taken several days to execute, usually due to errors discovered in testing and validation after the initial model was delivered; and required rework.  

The ERCOT process issues with proposed daily loading of an EMS and MMS model include:

· The need to institute multiple testing teams and systems because of the ~6 hour time taken to load a CIM model (including validation), and the ~8 hours taken to test the model with applications. 

· The need to implement multiple (~7) testing systems (2 for load/test 75 days ahead, 2 for load/test immediately before production, and 3 to accommodate multiple teams catching up whenever a test sequence fails and an emergency change must be made to the data.)

· To comply with Nodal Protocols, ERCOT must make proposed future models available to the TSPs and QSEs who likely will want to verify ERCOT’s build of model information and begin to use that model for early strategic commercial planning.  This process becomes extremely unwieldy when errors are detected in the review process. This also will lead to questions and other burdens ERCOT must bear to support this review.

· A timing problem with errors discovered during testing of daily models exists.  If a problem with submitted data is found in testing, the source market participant must be notified, and that participant must submit a revised NOMCR.  The revised NOMCR must then be processed, validated, and a new CIM model produced; not only for the day in question, but for all days following; up to 60 days/models.

· ERCOT does not currently have the personnel resources or faculties to accomplish this process and it is unlikely such can be acquired prior to go-live.  

There are also process issues with infrequent database loads. Using twice a month loads as an example

· Someone 
must insure that all equipment physically installed in the field between dB loads is included in the dB load.

· Coordination must be performed so that equipment is both available in the DAM prior to energization, and outage schedules are entered to notify DAM when this equipment becomes available.

· Knowledge of what equipment is in the model must be shared between ERCOT and the outage coordinators with each company.  

· For certain types of model changes, such as flip-flopping two line ends between breakers; pseudo-switches must be employed.  When pseudo switches are employed; someone must:

· Ensure that when the model goes into service the correct switching of pseudo switches is employed.

· Enter outages on pseudo switches to represent the planned status for both CRR and DAM modeling.

· Ensuring the pseudo-switches are removed after the need for them has ended.

· Communicating with market participants the planned switching for pseudo equipment to allow them to plan their hedging strategies effectively. 

Nodal Protocol section 3.10.1 states “In order to allow for construction schedules, TSPs may use pseudo-breakers and switches to designate future facilities configurations such that the Network Operations Model topology may be correctly implemented as construction of new facilities is accomplished.”

Participant process and facilities issues

The design of the ERCOT network modeling process required Transmission Service Providers to submit Network Operations Model Change Requests (NOMCRs) describing changes to the grid equipment-taking place within their areas.  These NOMCRs are time based, meaning that they have dates applied designating when model changes are scheduled to take place. 

It has been the understanding of TSP’s that it would be their obligation to provide ERCOT with NOMCR’s describing planned changes to the network, and the time at which these changes are expected to take place. Their expectation was that the daily loading of models would take care of coordination efforts.  If model loads are to be made at monthly, or bi-weekly intervals, the obligation of TSP’s described in the Nodal protocols requires that the equipment be placed into the model before the energization date so that it can be energized through the outage scheduler. 
  This obligation was not communicated to TSPs in discussions at the Network Model Support Working Group (NDSWG), and is perceived as a new, and unwelcome, addition.  TSPs have not planned staff to support this coordination. 
There is dispute regarding a perceived obligation of TSP’s to request installation of pseudo switches in the ERCOT model.   Nodal protocols clearly state that TSPs may use pseudo switches, but it is not clear that this is an obligation. If such an obligation exists, many TSPs have not planned staff to support it. 

Pro’s and Cons of different dB load frequency

1) Daily Model Load (Pros and Cons)

a. Advantages

i. Some Market Participants and ERCOT departments are expecting this approach and have staffed and planned processes to support it.

ii. Reduced need for pseudo-switches, as the latest model is loaded daily.

iii. Incremental changes between daily models will normally be very small, thus making validation of each daily change less complex. 

iv. The NMMS design was predicated on this approach; so no processes/functionality for modeling equipment to be energized between database loads (i.e. effective dating) were created.

v. Dynamic Rating changes, which are required by Nodal Protocols to be implemented within 48-hours
 can, be posted to the market in the daily CIM models, rather than implemented in ERCOT production with a parameter change.  This makes visibility to the market clearer, but vastly increases ERCOT modeling workload to revise all of the remaining posted models in the month each time a change in dynamic ratings is introduced.

b. Disadvantages

i. MMS (Real-time and day ahead functions) can only use one production model, so if we deploy a separate model for each day; either DAM must use today’s model (not tomorrow’s), or Real-Time must use yesterday’s model (not today’s). With daily model loads, this disconnect will happen every day. Instead of this being an infrequent issue, this will become a daily concern. This concern is eliminated by compliance with Nodal Protocol 3.3.1; but that eliminates the advantages of daily loads in reducing TSP coordination. 

ii. Multiple (parallel) test platforms will be needed to load/validate daily EMS/MMS models. It is expected that each model will require at least 3 days of preparation and testing.

iii. ERCOT Production Support staff for model imports is expected to increase (by a factor of 200-300%)

iv. Correction of errors uncovered during testing would require updating of the model on an interim basis.  Such changes would impact all the upcoming daily model loads, so they would all have to be restarted/retested.  Business processes to abort/restart multiple strings in this case would have to be created.

v. Each EMS database load is similar to a reboot, and adaptation processes within State Estimator need time to stabilize.  With these adaptation processes restarting every day, the process used to update load distribution factors for use in the RUC processes become invalid. 

2) Monthly Model Load (Pros and Cons)

a. Advantages

i. This process aligns up directly to the schedule required in the Nodal Protocols.
ii. Additional test platforms are not needed.

iii. The upcoming model can be run in a parallel test system for a longer period of time (e.g. 7-10 days), which will enhance ERCOT’s ability to identify potential modeling issues and resolve them in a non-emergency mode.

iv. No additional Production Support staff will be required for parallel testing efforts, although there has not yet been an analysis of the staffing required to coordinate pseudo devices with TSPs.

v. The today vs. tomorrow model disconnect will only occur once a month, instead of each day, and can be mitigated via the mechanism of protocol requirement 3.3.1.

b. Disadvantages

i. Pseudo-switches may sometimes have to be created, to allow a single model to function for an entire month. This will require some initial development, ongoing maintenance, plus continuous effort to manage the pseudo-switch statuses.  This includes:

a.   Processes to control the action of pseudo devices in the CRR auction

b. Processes to eliminate or control the action of pseudo devices in the planning models.

c.   Processes to develop onelines, contingency definitions, etc with pseudo switches have not been developed.

ii. Models will need to be created to allow equipment switching between database loads to model all of the temporal states occurring between model loads.  This requires the level of coordination between ERCOT and TSPs described in Nodal Protocols 3.3.1.

iii. Processes for coordination of outage schedules with database loads must be created. 

iv. The responsibilities for coordination between ERCOT, TSP’s, and QSE’s must be detailed and documented.

3) Multiple Model Loads per Month (Pros and Cons)

 A third approach would be to load the production databases multiple times each month (e.g. weekly or bi-weekly, as is done in Zonal). Another variation would be to adapt the loading schedule to fit the observed changes in the network model. For example, suppose a model was loaded by February 1, and that significant modeling changes are happening on the 5th and 9th of the month. In that case, additional database loads could be done immediately before those dates, so that the number of pseudo-switches could be minimized.

a. Advantages

i. The number of pseudo-switches will be less as compared to a single-monthly model load. Database loads could be adjusted to minimize the number of needed pseudo-switches.

ii. Additional test platforms are minimized; and possibly eliminated.  The upcoming model can be run in a parallel test system for a longer period of time (e.g. 7-10 days), which will help ERCOT identify additional modeling issues. This may reduce the number of parameter changes to correct errors taking place after an operational database load.

iii.  Additional Production Support staff for parallel testing efforts could be minimized.

iv. The today vs. tomorrow model disconnect will only occur a few times each month, instead of each day

b. Disadvantages

i. Pseudo-switches, while minimized will sometimes still have to be created, to allow a single model to function 1-2 weeks. This will require some initial development, ongoing maintenance, plus continuous effort to manage the pseudo-switch statuses.

ii. Models will need to be created to allow equipment switching between database loads to model all of the temporal states occurring between model loads.  This creates a level of coordination of NOMCR’s which is not planned for by TSPs.  Coordination must be created.

iii. Processes for coordination of outage schedules with database loads must be created.

iv. The responsibilities for coordination between ERCOT TSP’s, and QSE’s must be detailed and documented.

Proposal 

ERCOT will use the next several months during market trails to move further up our operational database load process learning curve and improve our load process until we can routinely and successfully load Nodal Operational databases in two weeks or less.  Upon success of this process; ERCOT will begin to attempt to load Operational databases at a frequency of one load per week.  While ERCOT is attempting to increase frequency of loads, ERCOT will continue to work with market participants through the Network Data Support Working Group (NDSWG) to establish processes to deal with non-daily database loads; developing business processes detail obligations on both ERCOT and market participants for a non-daily load process.

ERCOT will consult with the NATF and other market committees if necessary to resolve market issues associated with database load frequency, and will report to NATF on progress. 
� Current Nodal protocols seem to place this obligation upon TSPs and QSEs in section 3.3.1 and 3.3.2.1


� Nodal protocol 3.3.1 ERCOT Approval of New or Relocated Facilities: “Before energizing and placing into service any new or relocated facility connected to the ERCOT Transmission Grid, a TSP, QSE, or Resource Entity shall enter appropriate information in the Outage Scheduler and coordinate with, and receive written notice of approval from, ERCOT”


� Nodal Protocols 3.10.7.1 requires that ERCOT, each TSP, and each Resource Entity shall coordinate to define each Transmission Element such that the TSP’s control center operational model and ERCOT’s Network Operations Model are consistent.  ERCOT is currently making thousands of changes to its model to adhere to this requirement.  This seems to require that if a TSP uses pseudo-switches in its operational model, then ERCOT should be coordinating with the TSP’s modeling to model pseudo-switches the same way as they are implemented in the TSP model. 


� Nodal Protocol 3.10.8.4 requires that ERCOT approve or reject new dynamic rating requests within 24 hours of  receipt and implement the approved dynamic rating automatically within 24 hours of approval.





