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	Antitrust Admonition
Read by Karen Malkey
Introductions


- New agenda item for TDTWG presentation for MT degradation.

- Want to get recommendations for TDTWG on April 8th. 

- Gathering Phase 3 suggestions.

-  We have completed all action items. At next RMS we need to present if we want to keep MTTF open and not sunsetted.

- Notice regarding auto log off feature pop up box (R-A032309-03:  UPDATE:  Outage - Retail - MarkeTrak

Pop up box)  went out on 3/30/2009
· We want to make it seamless to the end user but we don’t know how it works with SiteMinder. We are trying to make it Seamless but we are working on it.  We got rid of the concurrent license issue.  – D. Michelsen
Meeting Notes
Phase 3 Suggestions

Changes to current suggestion list
7.0 – Standard comments listed in a drop down list so we can easily check them.
9.0 – Change suggestion from Enrollment subtype to ‘Enrollment transactions’ instead.

21.0 - Include a feature on a drop down instead of creating a new Sub-type. – J. Landry.
22.0  Include DUNS numbers on all emails not just Escalation 

23.0 Maybe lower it to 14 days. 20 days is a little extended.  Karen will send information about statistics on how quickly issues are getting closed.
New Suggestions
· Reporting suggestion the ability to return the last Comments on GUI reports and Background reports. – M. Jones
· When we do have all of them it’s pretty useful. – J. Landry
· Monica- so maybe some options on how to pull comments on report.

· Issues Market Unexecutable (PC) not be re-assigned. – C. Reed
· I wouldn’t agree with that.  Might have duplicate issues being entered. – J. Landry
· When running reports for issues in new, working and pending complete state it is returning issues that have been withdrawn. Can we work getting the state of withdrawn out of the report?  – L. Fanning

· Dave will need to follow up.

ACTION ITEM: Send Karen reason why we would need to continue MTTF. As of now we will be sunsetted.

Future of Phase 3

What’s the next step?

Needs to look on budget. Might be over where we can’t do anything this year. – K. Malkey
TDTWG Update- Trey Felton
From Retail SLA (MarkeTrak, section 2.2.3, page 11)

Additionally, ERCOT will track response time for API Query List, Query Detail, Update and Submit, and also GUI.  This data will be monitored from the Ercot network perimeter at 5 minute intervals, and reported monthly.  Once data has been analyzed for a period of 3 months, TDTWG will recommend a benchmark for degradation level of API and GUI no later than the end of 1Q 2009.

 ERCOT gave a presentation at TDTWG and at the MarkeTrak Taskforce meeting providing the results of the analysis of the response times.

· API Query List:ERCOT Recommended Service Level Objective: 3.75 seconds

· API Query Detail:  ERCOT Recommended Service Level Objective: 2.5 seconds

· API Update: ERCOT Recommended Service Level Objective: 8 seconds

· MarkeTrak GUI:  ERCOT Recommended Service Level Objective: .5 seconds

Asked ERCOT to get statistics to provide more in depth service level on response times for GUI and API. 
API Query List – Page 4
MarkeTrak Task Force Recommendation: 3.75 seconds for SLA

Recommended level on that is 3.75 seconds and average is 2.078.  
This is the first time we are monitoring these. We are setting up a benchmark. This is something to match our performance against. – T. Felton
After we get a baseline going we might revise this. – K. Malkey
API Query Detail – Page 5
MarkeTrak Task Force Recommendation: Query Detail the recommended is 2 seconds 98% of the time.

· Average time is 1.462 seconds and the recommended Service level objected is 2.5 seconds.  To bring to attention is that there are spikes at the same time every day. So for instance is there anything we can do to reduce this response time. If you drop a large amount of issues it will take a long time on the query detail.  Think about this as you are processing.  Remember that this is in a first in first out basis. If you are behind someone their work will get finished first.
· Centerpoint would like Average at .5 second for API Query detail  
· Any information when it is above the average what is causing it?  - A. Morton
· Could be validations from Siebel and other market transactions that are hitting Siebel. – K. Malkey
· Yes, anytime you are hitting Siebel, you are going to have an issue with processing MT Query Detail. – D. Michelsen
· Is there any kind of performance tuning that we could even get down to .5. –J. Robertson
· In the past we’ve gotten numbers down below that, but I think we are not going to get much gain from performance tuning. It would have to be a redesign of the architecture. I would be surprised if we could cut it down a 3rd after all that has been done already. – D. Michelsen
· I will do some followup with the Development guys on how much of a followup that would be. – T. Felton
· Recommendation is to try to keep bulk inserts low to keep performance high. – K. Malkey
Please have the MP go back to their shops and analyze how much they are dropping in at once. And what could be causing slowdowns.

Hitting your issues against Siebel might present a slowdown since transactions are coming into Siebel at the same time. So things will start to backlog.

API Update
MarkeTrak Task Force Recommendation: Recommendation 7 seconds 98% of the time.

GUI
MarkeTrak Task Force Recommendation: 40 seconds at 98% is recommended for SLA.

Time is signing on until time you exit out of tool.  We have an audit monitor for these readings. Not based of MP times. – T. Felton
Did the auto log off help with the performance issues?

Yes. We got rid of the concurrent license issue. But we will have to watch and see. – D. Michelsen
Adjourn
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