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	***Items with RED font are actions items and are compiled in the “Action Items” section at end of document***Agenda
1.

Antitrust Admonition and Agenda Review

J Galvin

9:30 a.m.

2.

DEWG and SDAWG Goals for 2009

J. Galvin

9:40 a.m.

3.

ERCOT Extract Issues Report

T. Felton

9:50 a.m.

4.

Nodal COMS

J Lavas/Ashbaugh

10:15 a.m.

5.

UFE September through November 2008 Update

C. Opheim

10:30 a.m.

6.

Nodal Determinants for LSEGUNADJ

C. Opheim

11:15 a.m.

7.

Lunch

 

12-1

8.

Market Notices Timing

Seely/Galvin

1:00 p.m.

9. 

Other Business-Items assigned by COPS

DEWG

2:00 p.m.

10.

Adjourn

J. Galvin

3:00 p.m.

1. 2009 Goals

a. Jack Brown had questions:
i. Name of new group/nominations?

(1) Jim Galvin - Yes - SEWG 
(a) Combining of groups authorized by COPS

(b) No delineation between retail and wholesale

(c) Officially dissolve DEWG/SDAWG today and begin SEWG

(2) Chair/Vice-Chair Nominations

(a) Chair - Jack Brown nominated Jim Galvin

(b) Annette Morton seconded

(c) Vice Chair – Jack Brown nominated Heddie Lookadoo

(d) Annette Morton seconded

b. Goals
i. Dual emphasis – nodal activity, participating with ERCOT staff to provide review of info, design requirements, success criteria around testing, ability to work with ERCOT staff to develop elements for testing for settlements and facilitation of data.

ii. COMS review

(1) Track development of ERCOT data communication process

(2) Stay up to date with changes/progress

(3) Be voice of MPs to ensure understanding of design elements and changes

iii. Nodal Readiness

(1) Tracking of issues and MP readiness

iv. EDS Settlement Testing for Nodal

(1) End results of tests with prod systems

(2) Will want to provide settlement expertise

(3) Will track and monitor EDS testing process at ERCOT discretion

v. PRRs/NPRRs

(1) Review current market impacts to settlement and data extracts

(2) Timeliness, communication regarding data between ERCOT and MPs

(3) Monitor and track issues with extracts/reports

(4) Continue to study hurricane Ike impacts to UFE

(a) Will be shared with profiling working group

(5) Roll up lessons learned to COPS

(6) Resolve COPS directives in a timely fashion

vi. Questions?

(1) Annette – any overlap in nodal testing in timelines with other nodal groups?  Are we talking relating to settlements/extracts reporting issues as related to nodal?

(2) Jim – focus on settlement extract issues. Also has bearing on issues in developing nodal. Focus is on issues with settlement reports/extracts, as identify issues may be looking at issues that go beyond settlements – software anomalies, etc. need to be willing to discuss issues with other groups.

(3) Annette – is there duplicate effort?

(4) Jim – may be some duplication. Without formal testing structure in place, have to be ready to duplicate some efforts.
2. Extract Issues – Trey Felton
a. Went over data

b. Line 9 – incident from last meeting

c. Since then, 3 more incidents

d. Line 8 – January 27th issue 

i. TML outage – 30 minutes. 

ii. LDAP server failure

(1) Stopped processing – have redundancy, but because this server just hung did not failover to other server. Had to restart LDAP instance

(2) No protocol violations

(3) Still under investigation for cause

e. February 1st -- Hung Database

i. Had to rerun ESIID extracts

ii. Extracts posted 5 minutes late resulting in a  protocol violation

iii. Jim – what was hung DB?

iv. Trey – process hangs – not sure what caused it, but the only solution was to restart the extract

v. Jim – just not processing?

vi. Trey – correct

f. February 5th TML outage – hw failure

i. Power supply went out.

ii. 30 min TML outage

iii. Reviewing issue.  Red hat/linux doesn’t support dual pathways

(1) If supported, would have failed over

(2) Replaced power supply

(3) Reviewing architecture for redundancy

(4) Listed as completed, but leaving open til more to report

iv. Questions?

(1) Jim – outage was how much time?

(2) Trey – 30 minutes.  Find ESIID and Find Transaction impacted

(3) Jim – are there definitions of TML outage for period of time for more or less severe or all equal?

(4) Trey – coming out with incident communication guide determining severity levels, >30 min level 3. 15-30 level 2, <15 level 1.  If it affects multiple services it will promote sev level.

(5) Jack Brown – notice couple of days ago discussing settlement statement posting early.  Can you share more detail?

(a) Mandy – all settlement statements are put in directory. When go through and approve batch of statements, they are moved to the folder for posting.  We approved day/channel and was just mistake that they picked up the wrong files (ops support personnel). We have process that normally works, just human error on that day. Did pull them down because they were not validated yet. 

(b) Jack – if we used those, we need to release the ones posted first and re-download when reposted?

(c) Mandy – correct, use the latter

g. Jim – seeing decline in outages, which is good news

3. Nodal COMS Update – Jamie
a. Consistent information from before I was out is still found at nodal.ercot.com/readiness center/nodal reports
b. Spec Updates
i. Discussed changes to spreadsheet
ii. Spreadsheet has been overhauled – available on nodal site as: Consolidated MDT Specifications Document
iii. Took COMS spec and EDW specs, which had redundant data. Consolidated 2 docs to 1 larger document.
iv. 1st tab is list similar to previous spreadsheets. If scroll to bottom there is a legend. 
v. Similar admin tabs but all are now available at the beginning of the workbook with reports listed and colored by phase/project on ensuing tabs.
vi. Phase 3 joint reports – reports that have moved from COMS project to EDW project.  There are NO NEW NODAL REPORTS in this list.

vii. There are place holder tabs for bill determinates to be updated on Fridays with updated postings as well as a new tab for Expirations dates tab whichwill list what will retire and when.  Questions?

(1) Annette – links on master table?

(2) Jamie – orange tab – column 3, the hyperlink will take you to that tab/spec doc

viii. Added “Delivering project” to determine COMS or EDW

ix. Color coding broken down.  Orange is home tab, purple is admin tabs,Dark blue is COMS, Green is EDS phase 1, red phase 2, yellow joint for EDS phase 3.  Legend on bottom.

x. Annette – only thing is when pulled up spreadsheet, I said enable macros and “something not found” – continue, etc..   

xi. Jamie – no macros in workbook, cannot make error go away. Will try to reformat again.

xii. Regarding the yellow tab reports that have movedfrom COMS to EDW, have had internal discussions and there is more detailed info available now on each of them. Created areas for information on columns to be included, examples of data (how will look laid out), etc.

xiii. Should be live on nodal website today.

c. Back to presentation
i. Handful of rows are ‘greyed out’. Discussed previously where some data has been included in other extracts or they are no longer changing or removed for whatever other reasons. These will be removed going forward. 

ii. NDSML updates

(1) Major overhaul on spreadsheet – will have next month as is being developed (line by line, cell by cell) to ensure accurate with protocol requirements.  Are reading all protocols to ensure compliance and language.

(2) In a couple of months will be doing similar NDSML effort to capture  anything where protocol language states “ERCOT shall notify, will notify, etc”.  This will look similar to NDSML and will help with accountability for all postings and notifications in nodal.

(3) Creating new columns (landing page in portlet) for COMS/EDW, for every posting listing specific portlet it falls in, telling you where in settlements it will be (public/certified report, public data, etc,)  will have report id’s for GUI/API for all reports you may use.

iii. DDLs/XSDs

(1) Posted sometime this next week

(2) On PRDE new “ASEXECUTION” table

(3) Couple of changes to settlements DDL

(a) Resynchronization process will remove/add

(b) Will be posted next month

(4) All tables alphabetized in DDLs

(a) Will help with DDL review

(5) Next – committed to 2/28 date for many changes

(a) Will be posted for March

(b) Will go through draft user guides

(c) DDL comments identified 

(d) Joint documentation

(i) All extract tables from DDL and how they map

(ii) RTM, CODE and MODE extract mappings are too robust to easily relay in Visio so we are using  excel for the mappings.

iv. As info is posted on MIS and avail to MPs to view, we will bring list of everything that is out there on a monthly basis to SEWG as a go forward update item.

v. Questions?

(1) Jack Brown – when scrolling on ERCOT site, still refers to DEWG – might want to change to SEWG.

(2) Jim – when is good time to start discussing testing for extracts?

(3) Jackie – in terms of testing, the handbook is still being written.  Based on outcomes from TPTF regarding schedule.  In terms of date logistics to try to get data together, we don’t have that.  Roundabout is 1st quarter next year. If we can get things early, we will shoot for that as soon as functionalities signed off and approved. Testing in EDS starts February 2010. Date you probably want to strive for is middle of this year to work toward getting everyone familiar with info. Dig into questions each month and middle of this year try to go through DDLs, sample data, etc to be ready 3rd quarter this year. Not sure on anyone else’s timelines, so guessing.

(4) Jim – nothing in prod systems worthy of generating data til well into next year – fair statement?

(5) Jackie – DAM starts to run in Feb 2010, when get a statement will get extract. Have to be good enough quality to get statement. 

(6) Mandy – one thing from TPTF was an additional milestone – after completion of last version of MMS to provide drop of data. 1st day March 3rd for DAM statement. March 11th will be the associated real-time.  I think there’s opportunity 1st quarter to potentially be able to meet milestone for drop of data prior to DAM execution.

(7) Jackie – that will be 1st data drop, but for sample data to use, MPs would want prior too that.

(8) Jim – that would bring up question – we need guidelines or suggestions on what you would like to see from MPs.

(9) Jackie – sample data – for market, not for ERCOT. We are not looking for MPs to provide data to us. That is for MPs to use for testing on your end.

(10) Jim – think we’re saying same thing

(11) Jamie – next month with the review of the user guides, this should give MPs an idea of where to start looking for the type of information they need for test purposes

(12) Jackie – one more thing with posting at end of month, will run public reference data extract. Majority of mode/code/sid extract will have info used from PRDE. Feedback from TPTF and this group – tell me value is either “G” or “A”, that is what you will look for. The PRDE/Public info is used to decode other settlements extract tables (like TDSPCODE). We are trying to post this for the March timeframe as well. If you come up with sample extracts for MP testing, you would have base info that decodes other info in our system and then come up with interval data to support bill determinates you are trying to test on your end.  Trying to give as much info as possible to allow you to come up with sample data.

(13) Jackie – talk in May???

(14) Jim – will make note to bring up on agenda in May.

(15) Jackie – the more detail you want about what is posting, just let us know. Will be giving high level, but if you want details, just ask so we can support it. 

4. UFE Update – Calvin
a. Wanted less energy on dates impacted. Used restoration notices from CP to scale down.

b. Appears that TDSP routines are best option for improvement. 

i. Energy for billing month is key. 

ii. Need to refine or used lessons learned to improve estimation

iii. CP and ERCOT have discussed and agree

iv. Other things to determine:

(1) Cancel 2 months of usage – 1 month estimated on stop and calculate next month, then restate usage using actual reading 60 days after.  

(a) Discussed and REP that mentioned stated big problem with that is big cancel/re-bill effort. Would improve UFE some but would not have desired benefit due to 60 days usage – lose d2d usage.  Talked internally to Jackie’s team – ERCOT systems could support this path, but would have to spread out over a week due to volume

(b) Test systems very tied up with nodal, so cannot do a ‘what-if’ scenario at this time. 

(c) Is an idea we would like for MP to vet.

(2) Possible UFE task force. 

(a) ERCOT uses 1 UFE zone for settlement. Should we have multiple UFE zones?

(i) Have zone that isolates usage to Houston area and quantifies energy flowing out of Houston to other areas…

(ii) Process was discussed over a couple of years, but for various reasons never enacted. May want to reconsider.

(iii) Could take this to the retail metering group to further discuss

(iv) Con is cost of metering, what are boundaries, etc.

(v) If we had metering that isolated Houston area, could have isolated UFE event to reps in that area. What happens if next event is somewhere else. Is it worth it – cost recovery, etc?

(vi) If we missed something, glad to look into it further.

1. Jim – probably correct about looking at the UFE period around the hurricane event itself, but have we looked close enough at the subsequent months and the impact that not only the estimates but adjustments have had when hurricane was gone? Lingering effect went into NOV with sustained UFE. During those periods, depends on when those reads are being submitted/actualized, but substantial period after storm.

2. Calvin – correct, which was why restated with usage record. Affected 30 days in one direction and 30 in other trying to offset. Circles back to energy and amount allocated. Not sure if TDSPs have way to do that.  Sounds like a lot of work, but not just a 1-2 week event – a 60 day event before finally worked out.

(vii) Jim – really need system time to make analysis. Need to review next month and look at settlement results from monetary side and see if there is a better means to provide data back to COPS regarding this event.  (how we can learn from this, etc). a few MPs maybe can give info.  Don’t want to close book on issue. Think review of the data from task force perspective is a good idea. 

(viii) Calvin – perhaps market could decide, from REP perspective, is there any perspective on cancel/read process. If market is open to that, maybe in a month or two we can do some data analysis to quantify. If REPs are not interested in cancel/re-bill, then no need to try to find resources for analysis. Not recommending closing the book – just let me know how we can come together to figure out an answer.

(ix) Jim – will solicit for MP questions for next month’s meeting**********
(x) Calvin – rollout of advanced meters is proceeding and ERCOT expects 700,000 meters installed, so lessons learned is that TDSPs should be able to estimate 15 min values. By next year this figure goes up to 2.5 million ESIIDs by end of 2010. Over time this estimation process may get easier or harder, but seems more complicated with monthly/daily estimates.  That is another forward-looking aspect of this challenge.
5. Calvin – Nodal Load Aggregation

a. Any time saved will help with other processes
b. 9 month effort to rewrite data agg processes to improve performance
c. Some outcomes are to share some options with market to see what MPs think about bill determinates, to have attributes added, etc…
i. Currently avail
ii. LSEDGUNADJ – based on past discussions, highlighted data agg rewrite process
iii. Do we need to add new attributes?
(1) Slide 3 – LSEGUNADJ. As received today has the attributes of the LSEGUNADJ cut type are REP, QSE, profile code, Distribution Loss Factor Code, UFE, CMZone, TDSP and SUBUFE.
(2) Slide 4 – for nodal, have REP, QSE, profile code, DLFC, UFE, CMZ, TDSP (we are removing SUBUFE  – per market agreement).
(a) Would look very similar but with no SUBUFE  zone attribute.
(3) slide 5 – all determinates have new attribute available called ‘METHOD’.
(4) Today when look at LSEGUNADJ,  there are 3 types of usage records  span operating day, historical usage < operating day, no usage for that operating day (and no usage records for 360 days prior to operating day). If settling 2/9 today on 2/16, some ESIIDs will cover 2/9 – that is 1st bucket. A fair # of ESIIDs (80%) no usage for 2/9, but have usage data < 2/9 – 3rd grouping is small # of ESIIDs (.1% or less) with no usage records in last year. This ‘method’ attribute is used today during nodal testing – allows to separate various components LSEG unadjusted cut to identify what type of usage was used (i.e actual). 
(5) Another impact is load counts/volume report. Can look up ESIIDs and total load (historical/total/default).  From ERCOT perspective we liked new METHOD attribute as it helps to validate load inquiries, buckets, etc. when working with wholesale reps, issue appears to be inside ‘historical usage’ bucket. We added attribute internally but can provide this attribute if it is desired. ERCOT will use it to help with SAS70 audits, load disputes/inquiries, etc. 
(6) Slide 6 – should we add this attribute?  No coding changes necessary. Should make shadowing easier because will have separate load segments so you won’t have to aggregate.
(a) Cons – more data elements (mostly on initial settlements – no usage for all ESIIDs).
(i) Will see all 3 or 2 of 3 cuts.
(ii) When get to final/true up, should have actual data there.
(iii) Volume increase would be small (<5%)
(b) Thoughts/Questions/Discussion
(i) Jim – sub UFE removed?
(ii) Calvin – yes. Would replace subUFE. Initial system was designed to be run in production system. Could run tests on 4 while running 1.  Do you really want to run calculations on settlement data in prod?  Can set up multiple settlement UFE zones without bogging down settlement system.  In 2000, sounded good, but testing should be done in testing environment and DEWG/SDAWG agreed.
(iii) Betty – Tenaska – this would help shadow settlements systems.
(iv) Calvin – talked to DIA – to add this attribute to extract is to add a column and is simple change.  This field is already accounted for on the Data Agg tables for nodal extracts per JLavas.
(v) Jim – are there other MPs that have coded based on current attributes…
(vi) Calvin – would be back to 8 columns due to SUBUFE removal.
(vii) Jim – do we ever think that the subUFE attribute would be helpful in the future???
(viii) Calvin – ERCOT would prefer not to include this attribute. ERCOT could run any simulations in test environment, set up settlement UFE zones, run what-ifs and provide results from test. 
(ix) Jim – we would still be at 8 attributes then
(x) Calvin – yes
(xi) Jim – process for making determination whether or not too implement?  Something that you would prefer sponsored by WG like SEWG? 
(xii) Calvin – I’d be looking for WG to say “yes, good idea… we’ve vetted and believe adds value”.  Protocols do not state much for settlement.  For UFE, cannot find LSEGUNADJ in protocols. Creation of data agg load for COPS guide – 70 page draft being forwarded to Michelle Trenary soon. Have highlights to state “will this attribute be there or not”.  It’s in an existing Data Agg table and either the attribute will be included or it won’t – table will be there either way.  Maybe we can take to COPS.
(xiii) Jim – could impact load extract as well.  One MP sees benefit. Would not impact the load extract as this is for future nodal extracts not a change to current zonal extracts per JLavas.
(xiv) Calvin – I also have email from Tenaska stating benefit.
(xv) Slide 7 – another possibility to add ‘method’ attribute to load cuts – DIST loss segment, TRANS loss segment, UFE adjusted load loss segment, total allocation (UFE cut), can affect NOIE base load cut. Pros and cons same – free – just a flag. Cost would be more load cuts for initial settlements. Key to consider is that  this is more granular detail for shadow settlements – will help hone in on discrepancies. 
(xvi) Heddie – assume more is better. Eventually someone will want granularity. Everyone should take back to shops, but eventually this will be asked for.
(xvii) Calvin – this will tie to load volume report. With method attribute could tie to load.
(xviii) Slide 8 showed differences.
(xix) Jim – checked section 11 of protocols – language tries to ID, but often uses “should be”.  Don’t see change requirement in protocols.  Concern is that sufficient notice be provided. Some may not be prepared for coding changes. Per JLavas – this is already accounted for in the nodal DDL design in the data agg tables.
(xx) Calvin – this group and Jamie’s DDL changes could cover that. See comment above.
(xxi) Jim – to do:  Group talk with shops. Concerned with those not here in this meeting.  Send calvin’s presentation to listserv ************ get comments from MPs for next meeting…
(xxii) Annette – is load data only impacted?
(xxiii) Calvin – yes
(xxiv) Annette – SEWG send out info on what is impacted.
(xxv) Jim – agreed. 
(xxvi) Annette – what kind of notice for automatic systems will need modification?
(xxvii) Calvin – this is nodal delivery – not now.
(xxviii) Jamie – method is currently accounted for in current DDLs.
6. Brief discussion on notices discussion planned for 1:00
a. Prior to discussion with Chad, there was discussion re short-pays at COPS with collection of interest/late fees.
i. Impact was $188.00. 
ii. Thing that caught off guard was notice was not sent and was surprise.  Adequate notice was not provided.  We are supposed to turn invoices around in a short time. We are hearing from grapevine and QSE manager has no idea.  These brought up good discussions.  Need to review ad-hoc settlement process, but have consistent structure in place to handle them.
(1) Including proper delivery, notice and preparation
(2) Most common is load ratio share/load data
(a) When I was trying to validate our ‘special invoice’ related to short pay, I only had 1 day to approve it.  We were able to get it done, but based on the fact that MPs had left market since that period, I could not tie exactly what I was subject to.
(b) Data I received was not total ERCOT load. We need all determinate-level data so we know that truly load ratio share is 10%, we know that.
(c) Mandy – one of the things that I would like to do is draft parameters around a similar event – guidelines to meet…
(i) Most interested that everyone got notice or that you trust and recognize that if notice goes out, you know right person is aware and gets the notice.
(ii) in past/similar situations, info goes to client services and goes out as not notice, but from ERCOT client relations email to QSE. 
1. Discussed with Art and we took different option this time. If we fine-tune that process where in that circumstance to route through client relations, art can include credit contact as well.
2. Jim – why was 1 sent by 1 group and one through another?
3. Mandy – not sure.   Chad and Cheryl would need to speak to this.
4. Jim – my understanding is that it was short pay
5. Mandy – no, not short pay
6. Jim – was under settlement division of protocol.
7. Jack Brown – for those that were not at COPS, the concern is that actual settlement agreement invoice came to MP representative simply sent from a person at ERCOT. When you receive email from a person it just says last/first name.  It caught our people who got it off guard because came from individual. Needs to jump out that it needs to be paid.
8. Jim – need to have standards for these notices.
9. Mandy – to address data concerns, we are working with client services regarding this going forward. Unfortunately timing of litigation was bad. Were in middle of uplift, but had been a stand-alone event would have been more clear.
10. Jim – focus on process – pre-notice, delivery of invoice and strategy for verifiable data.  Possibly data avail upon request
11. Mandy – once data compiled, review QSE by QSE.  Also will need to check with Art.
12. Art – Mandy and I have talked about communication.  Depends on how much advance notice we have.
13. Jim – differentiation between the 2 is concerning.  ERCOT should notice those impacted rather than just email.
14. Jack – we had discussion about this – can you be selective on who notices go out to and posting goes out to??? 
15. Art – I can differentiate.  May not send a market notice per se, but send a letter.  Have sent request of information. Should come from ERCOT client relations.  Can’t say why didn’t go out as notice – that is question for Chad. If was market-wide, would have received more calls.  Cannot say who will and won’t get an invoice.  A targeted notice would have been more appropriate.
16. Jim – recently had short-pay situation and that was still notice-appropriate.  
17. Art – that was short-pay. We do have short-pay notices.
18. Jim – we would like consistency in ad-hoc settlement issues.
19. Mandy – from what I understand biz process is notify client services and it was late in the day.
20. Jim – have ERCOT gather process to be consistent and precede the invoice.
21. Art – please include CCWG in discussion
22. Jim – was discussed in COPS and whatever comes from process will get them involved.  Notice, delivery of and data supporting calculations **** next meeting****

7. Resettlement – litigated issue – Chad Seely
a. Jim – couple of concerns regarding how resettlement happened, etc. 
i. Why would this differentiate from any other ad hoc resettlement
(1) No notice
(2) Notice that did no did not follow normal channels
(a) Not through QSE contact, through other means
ii. Chad – AR got communications. Others have gone to AR/credit contacts
(1) This was rare situation
(2) Settlement agreement needing approval by bankruptcy court
(3) Court gave approval and we had firm timeline to get $ per settlmenet agreement to TCE trustee
(4) This is old case from 2003. years have passed and MPs impacted are not same current MPs.
(5) Did not think that communication to all QSEs was appropriate, only impacted. So sent out notice with manual invoice at same time and finance handles that distro. Should have gone to AR and credit/finance contact.
(6) This is very rare instance. Cannot foresee more down the road.
(7) Jim – would a notice to the market violate settlement agreement?
(8) Chad – no – in talking with Art and client services, could have gone out to impacted QSEs, but going to exploder of all QSEs would have caused confusion. We had comment for legal questions to contact Chad and finance to contact Vanessa or finance.  Did deal with 1off questions from this directly.
(9) Jim =- details of litigation – protocols are firm on how issues should be settled. I have referred to short pay scenario – is that accurate or is this litigated effort?  Should this be short pay to market or taken from collateral to market at that time.  What are guidelines?
(10) Chad – not clear in protocols. How handled in past, uplifts for TCE losses – we wanted to be consistent. Cannot write litigation scenarios into protocols.  Primary objective to be fair to everyone.  To capture the context of every litigation would not be workable into protocol language.
(11) Jim – discussed at COPS – we have a report for ADRs – this would not have shown up in subject case. Caught some MPs by surprise that was sudden and not a lot of knowledge. Is there any way to know of any other pending litigation issues that market needs to be aware of?
(12) Chad – there is section on website – legal notices (or something similar).  We make fee filng and put application out there. That is how we notify that proceedings are out there.  Might be able to do this for litigation contacts outside PUC and that would give the # to go track it.  I n this case there are thousands of plea’s. Assuming it’s not subject to confidentiality, final order or settlement agreement impacting MPs. 
(13) This was a week before settlement agreement, had to figure out load ratio share within short timeline.  We could put the order approving settlement agreement up on the website in legal area.
(14) Jack Brown – our concern and discussion at COPS and prior to arrival was this is a financial impact to certain QSEs and when email from individual at ERCOT delivered to credit area, caught shops off guard and was not intuitive that it needed processing.  Came from individual rather than from box. Subject line did not say “invoice” so there was no red flag to people who get short pay invoices (ad hoc), they know “I need to get this to settlements folks”.  We are starting process to ensure is official ERCOT business. 
(15) Chad – agree that subject line should have stated something about issue.  Who came from should not be issue.  Legal issues come from an attorney, finance from a finance individual. 
(16) Heddie – given # of emails from so many lists, if says “settlements” in subject line, but I get so many emails I don’t necessarily see it if it doesn’t come from client relations.
(17) It didn’t come to the normal person and it did not appear to be related to what it was.  No one knew what to do with it because the distribution person and subject line were not clear. 
(18) Jim- agreed – we need to read the notices. We need to have notices in consistent format and distribution. These have such a short turnaround period we cannot miss them.  I agree with jack – we have to have standardized approach.  
(19) Johnny – I have rules and many emails go to junk email and I may not see for a day or two.
(20) Chad – recommend that if you are treating invoices differently, you should be sure to specify who handles these.
(21) Jack – it can go to those official notices
(22) Chad – I will have to push back.  In NCI form you can have primary and secondary AR, 
(23) Jack – we need to be consistent with who is distributed to. 
(24) Mandy – will circle with Chad and finance to be sure we have input from all.
8. Other Business
a. Craig – Will be updating DEWG/SDAWG pages to change to SEWG (DONE)
b. Craig – Will create SEWG list and migrate all DEWG/SDAWG members (DONE)
c. Craig – will task ERCOT web content team to identify documents containing/referencing SDAWG/DEWG to have edits made to reference SEWG (In-process)

	Action Items / Next Steps:

	· Jim public reference data extract. Majority of mote/cote/sid extract will have info used come up with sample extracts for MP testing– make note to bring up on agenda in May

· Jim –solicit for MP questions for next month’s meeting -is there any perspective on cancel/read process. If market is open to that, maybe in a month or two we can do some data analysis to quantify. If REPs are not interested in cancel/re-bill, then no need to try to find resources for analysis.

· Jim – solicit group for feedback on whether subUFE attribute would be helpful in the future. Send Calvin’s presentation from this meeting to listserv and get comments from MPs for next meeting 

· Agenda item for next meeting needed

· Jim – work with ERCOT to develop process to be consistent and precede the invoice for short-pay scenarios

· Need to discuss delivery of and data supporting calculations

· Agenda item for next meeting needed
· Mandy – circle with Chad and finance to be sure we have input from all groups
· Jamie requests the following agenda items for next meeting

· User guides

· DDL Comments

· Specifications

· NDSML

· Web Services



