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ERCOT
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ERCOT
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Direct
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ERCOT
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LCRA

Eric Bratcher

First Choice

Trey Felton

ERCOT

Jamie Lavas

ERCOT



	

	***Items with RED font are actions items and are compiled in the “Action Items” section at end of document***
Agenda

1.

Antitrust Admonition and Agenda Review

J Galvin

9:30 a.m.

2.

DEWG and SDAWG structure- Election of Chair

J. Galvin

9:40 a.m.

3.

DEWG and SDAWG Goals for 2009

J. Galvin

9:45 a.m.

4.

ERCOT Extract Issues Report

T. Felton

10:00 a.m.

5.

UFE September through November 2008

Opheim

10:30 a.m.

6.

Lunch

 

12-1

7.

Nodal COMS 

J Lavas/Ashbaugh

1:00 p.m.

8. 

Other Business-Items assigned by COPS

DEWG

2:00 p.m.

9.

Adjourn

J. Galvin

3:00 p.m.

1. Nominations of Chair/vice chair DEWG and SDAWG– J. Galvin

a. DEWG

i. Chair

(1) Jim Galvin of Luminant was nominated by Annette Morton of AEP
(2) Seconded

ii. Vice Chair

(1) Heddie Lookadoo of NKG was nominated by Annette Morton of AEP
(2) Seconded

b. SDAWG

i. Chair

(1) Heather Boisseau of LCRA was nominated by Jim Galvin of Luminant
(a) Jack Brown – seconded the nomination
ii. Vice Chair

(1) Jack Brown of City of Garland was nominated by Jim Galvin of Luminant
(a) Heather Boisseau –  Seconded the nomination
2. Joint Meetings - Jim

a. Still working to combine DEWG/SDAWG

b. COPS has considered a more defined direction on what they would like to see from the group.

c. Discussing calling the combined group the Settlement Extract Working Group

d. Waiting on COPS leadership to make determination
i. Annette – If calling Settlement Extract working group, would retail be included?

(1) Jim – Yes. No need to differentiate between retail and wholesale.  Expertise of group lends towards both retail and wholesale.  As industry moves towards nodal market, there may be additional interests that go beyond ERCOT to QSE relationships. 

3. GOALS – Jim Galvin

a. Review settlement of mismatches scheduled; viewed as an ad-hoc issue.  Focus will be continuing effort to get better understanding of the mismatch issue in relation to its problems/impact to extract issues. 

b. ERCOT provides monthly updates regarding extract/reporting issues that pertain to SLAs. Market Participants need to review format of information and recommend any additional items they would like to see presented and        measured – would like to formalize this process. Continue to track extract issues and provide ERCOT info on need for certain extracts and data to appear.

c. Continue to work with ERCOT DIA team on development of nodal COMS extract processes.  DEWG will be called upon to maintain this effort – both MP testing and comment on designs and user documents to provide feedback.  May not be able to change scope but may be able to provide input for features and updates. (2nd primary goal – work with ERCOT)

d. Work with ERCOT on nodal settlement testing. (not formalized yet).  Want to talk about ability to test nodal settlement results and outcomes?  Is there a means to provide certain things to ERCOT from this group – sample data sets, etc help with settlement/extract activity?  Not only ability to send/receive, but nodal testing process as nodal matures.

e. Also look at unaccounted for energy (UFE) that will be presented.  This will be first of a few meetings. Around Ike period, had unique settlement implications in both wholesale and retail. Our responsibility to review what happened, understand how UFE affected various MPs during period and develop lessons-learned report to COPS from what we saw in Sept, which was unprecedented.  Would like to take to COPS in summer after working with ERCOT and MPs.

f. Additional Goals?
4. ERCOT Extract Issues Report – Trey
a. Info located on SLA page (ercot.com under services)
b. December – updated to 2009.
i. 1st incident 12/5 – bids/schedules – timeliness

(1) Should post 12/4 midnight – posted 12/5 in at 530am..

(2) Lag in replication. Protocol missed. No actions required

(3) Status complete

ii. 12/15 – ESIID svc history/usage – timeliness/accuracy

(1) Posted to TML 12/15

(2) Error with files posted on 12/14 – 12/15 ran duplicates.  Duplicates removed and posted that evening. No protocol violation

(3) Once duplicates removed, status complete

iii. 12/22 – data request Scheduling on TML

(1) ERCOT maintenance effort required. Character set mismatch in TIBCO/Oracle

(2) No SLA, so no violation in SLA, but reported.

c. Jan – updated to 15th of month

i. 1st 3 issues – 1/2,1/5,11/26 – not reported til 1/7

(1) Due to parsing issue.

(2) Workaround in place.  Parsing between header and data where only 1 side is passed, resulting in mismatch.

(3) Report run daily to catch.

(4) Long-term fix is inline parser planned for end of year if not sooner. 

(5) Working on root cause

(a) Annette- are you putting that in notes for these days?  These are complete outages. There is ongoing activity required from MPs. 

(b) Trey – Yes. Mid-month we do not update fully like beginning of month.  Will update end of month report.

(6) 1/2 issue – settlements/billing impacted. SNB daily reposted for 11 MPs.

(a) Same mismatch issue – was protocol violation.

(b) Marked as complete.

(c) Workaround in place, but root cause not determined yet

(i) Jim – please keep one open til root cause determined. ***action item – Trey***
(7) 1/5 – 75 MPs – settlements/billing

(a) Mismatch

(b) Proto violation

(c) Same root cause as previous

(8) 1/7 – SNB Daily posted on 11/26. had to repost for 27 MPs.

(a) Same root cause as previous

(b) Will update next month to be sure that workaround monitoring catches these.

(9) 1/12 – Settlements – availability

(a) 1/13 posted on 1/12 2009, was incomplete

(b) Total correct but detailed amounts for some charge types incomplete

(c) Researching root cause

(d) Status is open

(e) Will report next month

(10) 1/14 – data request schedules

(11) 75 minute outage

(12) Maintenance effort required due to ISM issue – required reboot

(13) One node out of service. Oracle and IBM are working on fix.

(a) Currently running on one node. Had to be rebooted. Once oracle/IBM fix is implemented will again have redundancy

(14) Question?

(a) Heather – 1-14 – was this a retail outage?

(i) Trey – yes.

(ii) Jackie – 1st issue affected TDSPs and LSEs. Went out as retail

(b) Jim – seen a rise in events around holiday and turn of year. Went through notes last year – same thing.  Appears that last year and this year – have more systematic issue this year due to parsing.  Last year looked like mostly delays processing.  Is that a correct assessment that major issues appear to be related to incomplete data sets between headers and tables and how parsed instead of performance-related issues or is there a link?

(i) Trey – no link – appears that all are related to parsing and not performance.  Short and long-term solutions are in process.

(ii) Jackie – lots of work going on to resolve parsing by install of inline parser.  This has been going on since lodestar upgrade. Inherent of changes with app upgrade. The way data is saved and offloaded affects replication, so we get false positives, then when extract runs cannot run completeness until the extract is posted, so is a bit backwards, but does work.  Great point and lots of eyes on issue to get fix in ASAP (ERCOT). Must get through testing.

(iii) Jim – lodestar upgrade completed when?

(iv) Jackie – September 2008. All issues subsequent seem to relate to parsing.  When records replicate, taking block format and translating to Variable format.  Change way it behaves when doing writes when doing lodestar 4.7 upgrade.  ESIID meter data, load profiling data, data agg data and settlements data all impacted.  During certain times, in code behavior will write a record and update 20 times. Did not happen before upgrade. Working with lodestar to see what needs to be done.   They update so quickly that replication parsing is impacted.  A series of events continues to occur – worked with lodestar and developers work with parsing and EIS developers to get taken care of. Have a lot of reporting and checks in place as a result. 

(v) Jim – good to know that we believe this is an issue more defined than any concerns that may have been. I was asked by a couple of MPs to check on why – seems to be coincidence.

(vi) Jackie  ***** content needs review*****– lodestar continues to run when no one on site.  Verifications are done when we come in.  That’s why extracts post on different schedule as well.  In terms of actual posting time of extracts, may be delays due to backups over holidays that could cause delays, but in terms of parsing, although we can’t totally put finger on issue, appears to be lodestar.  We didn’t see prior to lodestar upgrade. 

1. Takes block format and converts to variable format.  With inline parser, different structure – is actually a view.  Record never parsed and saved in different location. Stays in table.  When extract runs against the view and not a physical record, but an interpretation of extract so never opportunity for mismatch. In this case because written to different table, table 1,2,3 can be mismatched.  If you look back at October when this started, it’s a record mismatch. You get header records (all), but not all data records. 

5. UFE – Calvin Opheim

a. Went over slides from Calvin’s presentation

i. Slide 3 – 9/13-9/18 – significant high negative UFE – average 30%.

ii. Was high for weeks.

iii. PUC approved proposal and beginning 9/19-28, applied approved methodology to reduce tremendous negative bias on UFE. 

iv. Profiles adjusted and used % of customers restored to adjust coast load profiles.

v. Effort stopped 9/29. 

vi. Was getting a lot of calls originally, but calls did not go away. Beginning in early Oct, still funny looking abnormal UFE, so started discussing ideas.

(1) Based on CenterPoint notices, did not read meters til 10/13.

(2) 9/13-10/13 all meters estimated.

(3) Beginning 10/13, all meters read would take a month.  10-11/13, to complete process reads.

(4) Observations found that UFE was positive from mid-Sept through Oct for final settlements – Key is final settlements – 99+% for settlement.

(a) Not enough load to match gen, so + UFE allocated ERCOT-wide (theory)

i. Early Oct-Nov timeframe, saw UFE flip and become negative.  Usage provided exceeded gen so sign would flip.  If you review whole timeframe – hurricane through November timeframe you would see that usage was whole for aggregated period, but we under-allocated energy in Nov.

vii. Slide 6 – graph of Daily UFE

(1) Fairly stable til 9/13. ERCOT adjusted load profiles and from then on see initial settlement positive UFE early/mid October timeframe.

viii. Slide 7 – instead of using total, used avg % UFE.

ix. Slide 8 – daily total UFE MWH – for final settlements

(1) Can see 9/13, estimating 10/8, daily UFE is +

(2) Go to mid-Oct to early Nov, daily UFE is -.  

(a) Helps to validate that estimated reads were understated and once the meters were read the usage was shifted.

x. Slide 9 - % based on UFE

xi. Slide 10 – Daily MWH of UFE compared to initial/final settlement

xii. Slide 11 – comparison of UFE/Final on daily average % basis

xiii. Slide 12 – plot of daily average UFE for calendar year 2008 through 11/9/2008. 

(a) In past, winter UFE is a little more varied than summer. Typically summer UFE is pretty tight, but hurricane event shows positive UFE to negative UFE.

(b) Are now in winter, so daily will be a little increased now compared to summer.

(i) Heather – seems like prior to hurricane, UFE was dramatic.

i. With hurricane making landfall, some customers have usage that is read on 9/15 and that will go back to about 8/15.  Some appear to span the event. Evacuations also impact.

xiv. Slide 13 – Summary for 9/13

xv. Slide 15 – graph trending 9/13 - -13%

xvi. Slide 16 – 15 minute % UFE for 9/13

xvii. Slide 17 – graphical of slide 16

xviii. Slide 19 – 9/19 – initial settlements adjusted

xix. Slide 20 – some –UFE and moved + by end of day. 

xx. Slide 21 – final settlements

xxi. Slide 22 – comparison of 2 settlements (initial/final)

xxii. Slide 24 – mid-October – summary of 10/14

xxiii. Slide 25 – UFE significantly positive

xxiv. Slide 26 – final settlements – showing UFE is significantly negative

(1) Big swing between initial and final.

(2) Energy exceeded generation – showed – load and credited back to MPs

xxv. Slide 29 – Summary 11/9

xxvi. Slide 30 – UFE back in line

xxvii. When I look at UFE, I use final because allocation is not estimated. 

(1) Final graph for 11/9, in line with expected results.

xxviii. Slide 33 – general observations

xxix. QUESTIONS/Final analysis

(a) Estimated readings were low and reflected positive bias in UFE

(i) MPs allocated energy they’d have to pay for. 

(b) Once actuals retrieved, appears that more energy allocated to Oct/Nov than used because actual compared with estimated caused – bias – MPs credited back load.

xxx. Slide 34 – not meant to be critical of TDSPs.

(1) Centerpoint reviewed over phone and appeared reasonable.  

xxxi. Slide 35 – next steps/questions?

(1) Jim G. – estimated reads appear to be source of issue. Anything related to how usage across monthly periods was profiled based on adjusted profiles? Is it possible that reads that span across a month are profiled in such a way that reduced backcasted would understate in one period and overstate in another?

(2) Calvin – would like to say no, but ERCOT methodology for adjusting profiles was to take customer counts as recorded by CP at end of day for restorations (day 1, 10% of customers active, take coast load profile and reduce by 90% to mirror allocation of restored customers on that day) and follow that process on daily basis.  By reducing load profile significantly to reflect actual customers that had power on those days, once have reading that crossed that day only allocating much less than 1/30th of the energy – more like 1/300th of the energy allocated.  Appears that no, that didn’t happen but hard to say.  PUC liked the approach and PWG did as well.

(3) Jim – large # of IDR accounts profiled for settlement intervals, is there any possibility that by reducing the shape of the profiles for certain days, tends to take single-reading and distort values?

(4) Calvin – yes – if we have 1/30th of load allocated for each day (ex 3000 kwh) that would put XXXX on 30 days.  On the hurricane day instead of 1/30th, have 1/300th so we’d go to 10 kwh. That would bump other days up. That is realistic.  Theory was hopefully would talk about 2000, so % basis, would come close to 30 where we started from.  Once we artificially lower, that energy has to go somewhere.

(5) Jim – correct – that would create the issue where it appears more usage applied to that month for subset of that month’s load. Takes meter read over period of time… for wholesale entity or REP concerned about UFE costs will see usage depressed during time profile reduced, and load shifted to next period where you will see the offset of the negative in the next month.

(6) Calvin – if we did not adjust profiles (slide 9), around 9/13 date you see first date of the “adjusted profile”.  Goes up to about 9/28. this is timeframe profiles were adjusted by ERCOT.  If were not adjusted, you would see most likely would be a straight line or maybe gone up slightly. The lower “v” would have been removed, but the subsequent upper V would not be there – would be more flat.

(a) Eric Bratcher - Disagree – that small “V” in the middle is just inaccuracy of the backcasted profile. If they were perfect would have nice sign-wave, crossing 0 and going back to same amount.  The inability of the backcasted profiles to be perfectly estimated is that one would be. After some thought, I agreed that Eric was correct and my statement above was incorrect – Calvin.
(b) Calvin – on the 19th, if positive, load is below gen. profile on 19th adjusted to allocate 1/10 of normal load for coast. Lots of load pulled.  If add more load in would be a huge negative #. 

(c) Eric Bratcher – that is what changed more than scalers changing (backcasted profile).  (looked at slide 10). Pink line is ERCOT’s use of scalars rather than meter reads. 

(d) Calvin – would have used final estimate. 

(e) Eric – profile calculation was good, but were not expecting negative UFE to carry over.  Estimation process from TDSPs are not really that concerned about estimated because due to true-up, TDSPs not affected.

(f) Jim – Meter reads submitted 10/13 were estimated?

(g) Calvin – based on notices, reading activities started 10/13.  figured it would take a month to get reads in. 

(h) Kyle – Centerpoint – learned a lot about read routines and estimating– will be able to take 15 min intervals.  Hopefully we should be finished within 5 years – AMS rollout storing on/off times for and “0” collective for 15 min intervals and will have real data.  Short-term, if another event within 5 years, have designed more accurate estimation routine.  Basically on the fly had to design system. 

(i) Was presented to PUC and deemed reasonable

(ii) Showed path of hurricane Ike – wooded on east side. Most damage east and island. 1st 2 days estimated restoration – figured that west with less damage could be restored quicker due to limited damage. Restoration started west and moved east.  Galveston 30 days out. Northwest corner heavily wooded. 2.1 million out. Those outages presented to ERCOT. Divided city by longitude into grid. 6 segments with island separate. Worked areas without heavy trees before wooded areas.  Cold front came in right after hurricane as well. True-up showed higher consumption during October.

(i) Calvin – if positive bias in Sept/early Oct and then flipped negative in Oct/Nov, then should be a wash.  Unfortunately prices were higher in mid-Sept/Oct and went lower. 

(i) Jim – 2 issues:

1. Swing between initial and final settlement (Oct more noticeable). There was significantly large swing in market price from recognized expense for initial for trade month of Oct compared to revenue stream in final settlement of about 30 million $.  If I am subject to 20 million expense it becomes accounting nightmare – cash flow, credit, etc.  Not just QSEs that settle with ERCOT, but counterparty settlement was impacted. Exact opposite in Feb – recognize smaller expense and larger between initial and final. When you look at final settlement data for Sept compared to Oct, you see pretty close netting of UFE volumes, but significantly in expense position (charge to QSE) due to higher prices in Sept vs. lower in Oct. now we see financial backlash. 

2. now that final data in, don’t expect much change in #s.  Need to detail how came to this point and discuss are there possible things to consider to bring to COPS for market rules consideration. Have found an anomaly.

3. Eric – estimation process is hurting us.  CP did great job being proactive. Others did not.  TNMP just straight 12 month average KWH estimation hurt here.  I needed to figure out how both TDSPs estimated so I can estimate load correctly.  Lack of consistency in estimation processes caused issues.  Load pushing back and forth minimal compared with TNMP readings.  This estimation process and how we define a solution – is there a better way to estimate for outages????

4. Kyle – depending on area of impact, would have done differently.  

5. Eric – need consistency between TDSPs and ERCOT.  Last meter read scalar of “X” so needs to have X times backcasted profiles, you will have a closer value to use as estimated process. If Sept read was 9/14, will have high usage that shouldn’t been due to previous hot week. That caused a lot of load to be pushed to next month.

6. Jim – need to identify anomaly to reduce impact to as minimal as possible.  Will have price differences anyway. Any day have UFE over and above 0%, Market Prices can swing drastically anyway, but pos or negative bias will cause netting over time and big impact with price swings. Need detailed analysis to reduce impact over time of netting. No one could have planned for this.   Calvin – how can we do this analysis? Would require time and effort on ERCOT side, but will provide initiative for MPs to provide expertise and examples. Must watch confidentiality issues with MP data.

7. Calvin – I do have load profiling team that can research this. They do annual UFE report – will be glad to research. They are non-nodal and are perfect for this.  We have not looked at this in-depth. Review estimates…

a. Use actual reading and scale back 60 days?  Actual read 60 days and allocate profiles – might help but will help for expense???? 

i. Due to rebilling, lots of work for fixed rate, but variables might work.

b. 2001/2000, multiple UFE zones were discussed.  Right now in Midland, don’t have any customers, you are affected still.  If we do UFE analysis zones, could have isolated to Houston area.  Big metering costs, etc, so was not used.  We can review analysis.  I had not heard about TNMP estimation approaches previously.  Adjusting has to come through cancel/re-bill per protocols, but will review.

c. Jim – don’t know about resettling for this, but want to sympathize with requirement to go back and do backbililng adjustments. That is not intent – direction needs to be understanding and lessons-learned. Good news is I don’t see this happening again soon.  Have had outages in past, but nothing sustained like this was.  Hoping to use this group and keep this on agenda.  Can you bring some more ideas to next meeting? ***ACTION ITEM – Calvin – report next month ideas****.  MPs need to provide some data to provide Calvin guidance for this issue before next summer. MPs use listserv to send ideas and info.

d. Calvin – also, advanced meters will help.  Centerpoint – rolling out advanced meters?

i. CenterPoint – rolling out…

ii. Calvin – # for 2010 end of year approaches 2.5 million advanced meters, which creates estimation challenges. Helps ERCOT as well – we have to make sure that worst-case scenario we can estimate all 7 million ESIIDs.  CenterPoint – are you prepared to handle the issue where some places will not be rebuilt?

iii. Eric - will get back ***ACTION ITEM****

iv. ERIC – are those ESIIDs going to be MVOs?

v. Unknown Respondent – yes

vi. STREAM – difficult to tie charges to settlement due to this issue. Trying to reconcile these differences.

vii. Jim – that would be something to discuss with this topic.

viii. STREAM – haven’t had much communication from TDSP regarding spread through Sept/October.

ix. Jim – will mark that for discussion. Related to that, might need example of what we are having a hard time reconciling.  If someone would volunteer to provide that info that would be helpful.

6. Nodal COMS – Jamie
a. All info posted on nodal.ercot.com website. Info for DEWG under readiness reports and nodal reports (on presentation)

b. ERCOT.com info avail

i. Extract/reports SLAs

(1) Housed on ercot.com

(2) Retail and nodal SLAs will be available as well

(3) Market data transparency section will be available

(a) Ddls, xsd’s etc.

(b) Trying to post all from TML  to this page as well.

(4) For any questions about this info, email to nodalreportreadiness@ercot.com for all COMS and CDR questions

(a) Jackie Ashbaugh, Jamie Lavas and Isabel Flores are copied.

(b) General turnaround is a day

(c) Incorporated into FAQ

(5) Project updates – given on regular basis to TPF, TAC and board

(a) Core reports on nodal site uploaded weekly

(b) Email eds3@ercot.com for questions

c. Changes coming

i. Shadow settlement extracts and settlement/load/billing.

(1) Those will go away and will be in the RTM and DAM CODE/MODE extracts in real time.  Will be operating day or consolidated extracts.

ii. Will by operating day.  Will have individual extracts (true up, final, etc)

iii. Will be avail in xml and csv format

iv. Can schedule them, including picking csv or xml format and will be avail rolling forward once scheduled

v. ERCOT highly recommends using all extracts in conjunction with each other.  If you schedule 1 extract, you will by default receive extracts from both  markets.

vi. Not currently in specs, but will include what will retire and when will drop off (after go-live, relating to true-up, etc). will be posted.

vii. All info is available in specs on nodal.ercot.com under report readiness center

d. New reports under EDW project will be PRD, SID, MP Data Extract, Calendar, Settlements late fee, CARD, ESIID SVC history (727) and couple of changes to market data transparency.

e. COMS – market data transparency - new nodal reports (listed on presentation)

f. Heddie – On TDSP transmission actual/forecast where will that be?

i. Jamie -Has different naming convention. Will be methodology – distribution loss factors report. If have questions about names, send email to nodalreportreadiness@ercot.com.

g. Upcoming Efforts

i. Draft settlement user guides

ii. Settlements extract join documentation

iii. Settlements extract ddl field comments
iv. Spec changes for COMS phase 3 efforts on reports

v. Regular monthly update on changes to joint DEWG/SDAWG

h. COMM Ops market trials

i. Jim – previously comments/questions from COPS, wanted to bring to group that there has been a lot of work done on these items. This group will monitor/follow the progress, ability to work with ERCOT, give feedback and test with ERCOT. This is one of our primary goals, so wanted everyone informed on what has been and will be done. Expressed gratitude for all of the work.

i. Phyllis - Reliant – new specs coming out for system changes – how will communicate?

(1) Jackie - For COMS, no changes planned, but will go through TPTF. Any changes will be communicated.  At least 1 DDL change to add column, but any will be minor and will be posted and avail each Friday and updates reported through DEWG/SDAWG.

(2) Jamie – recommend to review URL for updated specs and what is changing.  Also review FAQs posted. 

(3) Annette – As you are noting changes, are you keeping running list of changes or only noting what changed since last time?

(a) Jamie – first started reporting just changes. Mid-way through request was made to provide more details. Now provide what specifically changed.  Have not been keeping running list, but posted on prior DEWG/SDAWG meetings.  What is posted at nodal.ercot.com is the most current for those that are new. 

7. Additional Items

a. Eric – UFE – when power comes on, has been hot, usage will increase when power comes on due to catching up – fridge, laundry, etc…  this will impact estimations.

8. Next meeting - TOPICS
a. UFE

b. Trey’s follow-ups

i. Statement/parsing issue

c. NPRR – some MPs want to address issue around 48 hour requirement. Possibly draft NPRR

d. COPS items

e. Update items relating to joining of 2 working groups.

f. Craig - Subsequent meetings will all be on the 3rd Monday of the month in same location


	Action Items / Next Steps:

	1. Trey - S&D daily - please keep one open til root cause determined. 
2. Jackie (needs assignment to responsible party) - content needs review– lodestar parsing issue 
3. Calvin – report next month ideas on resolution of UFE from Hurricane Ike.

4. ALL PARTICIPANTS - MPs need to provide some data to provide Calvin guidance for this issue before next summer. MPs use listserv to send ideas and info.
5. Eric –- will get back to group regarding ESIIDs that will not be rebuilt and how those will be handled


