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1. 
Introduction

1.1 Purpose

This procedure provides the System Operator assigned to the Reliability Unit Commitment (RUC) Desk with the detailed procedures required for performing duties assigned to that position.  The ERCOT System Operator - RUCDesk is responsible for the oversight of the DRUC and HRUC operation within ERCOT. The RUC Desk is responsible for ensuring that Generation Resources are committed if needed to maintain system reliability according to Nodal Protocols and ERCOT procedures. The RUC Desk also coordinates with Frequency Desk, Transmission Desk, Adjustment Period Desk, Shift Engineer Desk, Shift Supervisor Desk and other ERCOT operators necessary to maintain the ERCOT grid reliability. The RUC Desk shall also respond to QSEs’ inquiries about the RUC commitments and other related tasks.

The Day-Ahead Reliability Unit Commitment (DRUC) is performed for each hour of next Operating Day. The study normally commences at 1430 on the day prior to the Operating Day, and normally concludes at 1600 on the day prior to the Operating Day. 
Before 1800, if 1 hr has passed after the DRUC for the next Operating Day has been solved, then the RUC Study Period for Hourly Reliability Unit Commitment (HRUC) will be the balance of the current Operating Day plus the next Operating Day else it will be the balance of the current Operating Day
 After 1800, the RUC Study Period for HRUC will be the balance of the current Operating Day plus the next Operating Day.
1.2  Scope

The instructions contained in this procedure are limited to those required for the DRUC preprocessing as well as the RUC processes required of the Nodal Protocols.  Instructions for other ERCOT control room positions are contained in separate procedures, one for each position.  This procedure does not imply that the duties contained herein are the only duties to be performed by this position.  The individuals assigned to this position will be required to follow other instructions and to perform other duties as required or requested by appropriate ERCOT supervision.

1.3 Roles/Responsibilities

ERCOT System Operator - Shift Supervisor

The Shift Supervisor is responsible for supervision of the RUC Desk position and may at times be responsible for performing the procedures contained in this manual.

ERCOT System Operator, RUC Desk

The ERCOT System Operator – RUC Desk position is responsible for carrying out the subsequent HRUC procedures and part of DRUC procedure [describe how the responsibilities are split].
Market Operations Support Personnel

The DRUC analyst is responsible for carrying out part of DRUC procedures in collaboration with ERCOT System Operator, RUC Desk [describe how the responsibilities are split].
1.4 General Duties

· Operate the Day Ahead RUC procedures every day including weekends and ERCOT Holidays from 1330 to 1600 one day ahead of the Operating Day.

· Operate the Hour Ahead RUC procedures every day including weekends and ERCOT Holiday for all hours of the Operating Day from 0000 to 2400 each day

· Respond to Market Participant Questions and Issues.

· Receive questions and issues from Market Participants as they are submitted, escalate issues to Shift Supervisor as needed to resolve it prior to market deadlines.

· Respond/provide answers to Market Participant questions and issues when appropriate information is available.

· Refer any questions or issues for which information is not available to the Shift Supervisor and request that appropriate information is provided to Market Participants.
General Comments:
1. The Nodal Protocols describe a HRUC process that includes in its study period the balance of the operating day starting with the prompt hour (i.e. the top of the hour immediately following the hour in which the HRUC is executed).  On the other hand, the DRUC process study period is the 24 hours of the Operating Day.  Consequently, the issue of managing capacity insufficient and surplus conditions through the RUC processes must involve the concept of “eminent need for action”.  Section 5 of the Nodal Protocols clearly states that ERCOT may only act on a RUC recommended de-commitment of a Resources to resolve transmission constraints that are otherwise unresolvable  (5.5.2(2)).  On the other hand, Nodal Protocol Section 6.5.9 implies that ERCOT may order a Resource off-line within the context of Emergency Operations.  In this context, managing surplus capacity is a real time function.  The question arises as to whether DRUC should ever decommit a Resource under a “managing capacity surplus” scenario.  The published DRUC results should provide sufficient notice to the market to allow a market solution to the indicated surplus capacity condition.  Similarly, for the HRUC, for surplus capacity conditions that begin in forward hours beyond the prompt hour (and possible an additional set of hours), the market should be allowed an opportunity to respond before HRUC dispatch instructions are issued.  Of course, the latter delay in a HRUC decommit dispatch instruction, must be an ERCOT Operator determination based on the current system conditions. An argument can be made that surplus capacity decommitments should only be made by ERCOT as the result of HRUC studies.
2. The detailed implementation procedures refer to the WRUC but this process is not explicitly described in procedure section 1 and has no separate task description in procedure section 2.  The WRUC process needs to be added to this procedure or, if performed elsewhere, a reference provided.
2. Task

	2.1 DRUC Preprocesses 

	Step #
	Procedural Steps

	NOTE:
	Market Operations Support Personnel will be performing this procedure in collaboration with ERCOT System Operator, RUC Desk.

	1
	By 1300 each day, perform the following:

· Verify that EMSI function (data transfer between EMS and MMS) is up and running. If NOT, contact EMMS Production Support immediately to determine the cause and expected time of resolution. 
· Verify with ERCOT System Operator whether load is being correctly forecasted. If an invalid Load Forecast exists for the study period of DRUC as determined by the Shift Supervisor, do not execute DRUC until the problems have been resolved.  
· Manually run “COP_UPDATE_CHECK” to automatically notify QSE of missing COP.

·  {The purpose of the DRUC and HRUC processes is to identify this type of condition and provide a recommended commitment to resolve the conditions. If the purpose of this step is to related to a WRUC execution, then it needs to be rewritten to describe such; however, WRUC may not exercise the dispatch contemplated in the managed capacity sections referenced   

	 2
	By 1330 each day, perform the following:

· Verify that all Etags for tomorrow are approved.

· Determine if the DC Tie load/generation is reasonable {define the criteria for reasonable}.  If NOT, contact the corresponding QSE.
· Verify that the sum of the HSL of WGR in COP is comparable to the forecasted Wind-powered Generation Resource Production Potential. [Display for this is not built yet]. Check with the ERCOT System Operator - RUC Desk to contact the Wind Forecast provider if the wind forecast needs to be revised  due to errors in the Wind Forecast. Notify the QSEs to update the COP if there is considerable difference. Define comparable criteria and considerable difference.  Note: Since RUC uses the current wind forecast for the study period, why perform this step?.
· Verify with Day Ahead Market Desk operator if there is any AS insufficiency. If AS insufficiency is identified by DAM and can not be resolved according to Nodal Protocols, identify the off line Generation Resources that can be committed for providing AS.

· Verify if all QSEs have updated their Ancillary Service (AS) Resource Responsibility in COP for DAM AS awards. If NOT, contact QSEs with significant deviations to update their COP.

	NOTE:
	By default, Resources without an entry in COP are considered to have a Resource Status of OUT and are unavailable in RUC Procedure.  

	3
	By 1400 each day, perform the following:

· Contact QSEs that have NOT submitted a COP for any Resources that is considered to have a significant impact {define significant impact} on the DRUC Procedure results.
· Verify that QSEs have updated the Resource Status in COP to reflect the Forced Outages shown in the Outage Scheduler.  If NOT, contact the ERCOT System Operator - RUC Desk to make contact the appropriate QSE. Is the source for this check the Outage Scheduler?  If so, state this fact.
· Contact the ERCOT System Operator - RUC Desk (Is this a Real Time Desk?} to get the list of Resources that need to be committed/ de-committed for Voltage issues as identified in Outage Notes or for incorporating an Emergency VDI {WRUC may result in an Operator making a decision to issue an emergency condition dispatch instruction but it is an Operator choice and as such the WRUC input needs to be described in the Business Process associated with the Real Time market operations.}. 

	4
	By 1425 each day, perform the following:

· Verify that the DAM has closed. If DAM is aborted/ postponed after 1430, then check with ERCOT System Operator - Shift Supervisor to determine whether to run DRUC procedures or postpone 

· If ERCOT System Operator - Shift Supervisor has decided to postpone the DRUC procedure then contact the ERCOT System Operator - RUC Desk to issue a Market Notification: Post in ENS: “The ERCOT DRUC procedure for <MM/DD/YY> is delayed due to DAM being < aborted/postponed >.  Estimated time to start DRUC procedures is < XXXX>”.
· If DRUC results can not be approved by 1600 follow “Manage DRUC Timeline Deviation” portion of this procedure.

· If DRUC results can not be approved by 1800 follow “Abort DRUC Process” portion of this procedure.

· If Shift Supervisor has decided to run DRUC, then change the “Check Market Status” flag to “No” and continue with the procedure.

· Document decision made and action taken in Operator logs. 
· Verify the following DRUC procedure settings are correct. If NOT, make appropriate changes.
· EMSI (spell out the acronym) has completed successfully with in the last hr.

· The RUC study time interval is set properly

· The “Execution Mode” is set to “constrained” 

· The current data management mode is “ONLINE”.

·  “Retrieve MF Interface Data”, “Retrieve MI Interface Data” and “Retrieve EMS Interface Data” flags  are set to “Yes” (spell out the acronyms)

	5
	Nominally by 1430 each day but prior to executing the DRUC perform the “Verify and Correct Input Data” section of this procedure 


	2.2 Verify and Correct DRUC Input Data

	Step #
	Procedural Steps

	
	

	1
	Run DRUC DSI (Dispatch Scheduler Initialization – Input data retrieval component of MMS). Check for error or warning messages and take necessary action if needed to correct the errors. [Refer to appendix for more details]

	2
	Verify that the input data is properly transferred. If NOT, contact EMMS production support personnel immediately to determine the cause and expected time of resolution.

	3
	Only if Approved by the Shift Supervisor , modify the inputs for the following by executing the Modify Input sections of this procedure

· Committing/De-committing Resources for VDI voltage issues identified in outage notes.

· Forced Outages identified by QSE’s between 1400 and 1430

· Request from QSE to change its COP during the DRUC study period.      
· Temporary deactivation of contingency

· Network data updates 
For Load and Wind Forecasting errors affecting the study period, delay the RUC execution until the Load and Wind Forecasts can be updated and market participants have had a reasonable amount of time to update their COP HSLs and Resource Statuses. I believe QSEs are required to echo back to ERCOT the wind forecast in the COP.  So let RUC use the wind forecast and forego the need to execute this step.  Let validation rules check for the COP update.


	4
	Change “Retrieve MF (?) Interface Data”, “Retrieve MI (?) Interface Data” and “Retrieve EMS Interface Data” flags to “No” and follow the “Execute DRUC” section of this procedure. 


	2.3 Execute DRUC

	Step #
	Procedural Steps

	NOTE:
	Market Operations Support Personnel will be executing this procedure in collaboration with ERCOT System Operator – RUC Desk. {define collaboration – who has what responsibility?)

	1
	Run the entire DRUC sequence. 

	2
	Review the following intermediate results while DRUC is running. 

· Abnormal system condition in the summary display after IUC (Initial Unit Commitment component of MMS) and NCUC (Network Constrained Unit Commitment component of MMS). 

· For Under Generation, prepare for following “Manage Capacity Insufficiency” procedure 

· For Over generation, check for COP or Load Forecast errors

· For System Lambda greater than a $10, check intermediate NSM (Network Security Manager component of MMS) results for constraint violation. 
· 
· For abnormal constraints in the NSM outputs and abnormal commitments in IUC and NCUC outputs, follow the “Resolve Unreasonable Results” section of the procedure. (spell out the acronyms)


	3
	After the DRUC run finishes successfully, review results and take necessary action

· Unreasonable Constraints/ Commitments – Follow the “Resolve Unreasonable Results” section of the procedure for validating the constraint and identifying the reason for the proposed commitment
· Violated constraints - Resolve it by following the “Resolve Violated Constraints” section of this procedure.
· If there are no security  violations then check for undeliverable AS after the DRUC execution successfully completes. 


	2.4 Approve DRUC Results

	Step #
	Procedural Steps

	NOTE:
	ERCOT System Operator - RUC Desk will be performing this procedure in collaboration with Market Operations Support Personnel. {define collaboration – who has what responsibility?)

	1
	Verify if there are any un-resolved security violations after DRUC execution. If so, review the notes from Market Operations Support Personnel and identify the list of Generation Resources that must be committed/de-committed for resolving violated constraints. {See Luminant general comment 1 in section 1 above.}

	2
	Review the total system generation capacity problems after the DRUC run. Resolve it, if any, by following “Managing Capacity Insufficiency” or “Manage Capacity Surplus” sections of this procedure{See Luminant general comment 1 in section 1 above.) 

	3
	Review the Contingencies deactivated due to SPS/RAP. If needed, Commit required Resources if the security violations due to the contingency are known to be not completely resolved by the corresponding SPS/RAP due to the current system outages. 
Verify that the generic constraints are handling the voltage constraints appropriately {state how this is to be verified).

	4
	Modify results if needed by following the “Override Results” section of this procedure for the following

· Approve Undeliverable AS

· Resolve AS insufficiency
· Commit/De-commit Resources for issues identified in the above steps

	NOTE:
	If the Operator disapproves the results, the results will be saved in the database for future analysis and the results will be published on the MIS.

	5
	If the results are reasonable and necessary modifications have been made, approve the results. If NOT, disapprove the results and determine whether to rerun DRUC or follow the “Manage DRUC Timeline Deviation” or “Abort DRUC Process” portion of this procedure as appropriate.
The administrative process should require the Operator to recommend and the Supervisor to approve or disapprove results.
Where is the manual process for resolving an AS deficiency described? 

	6
	Document decisions made and actions taken in Operator logs.


	2.5 Manage DRUC Timeline Deviation

	Step #
	Procedural Steps

	DAM Abort/ Postponed
	By 1600, if DRUC execution is delayed due to delay in DAM run, then issue Market Notice: Post in ENS: “Time requirement will not be met for ERCOT DRUC Procedures for <MM/DD/YY> due to DAM being < Aborted/Postponed >. HRUC timeline will not be extended to the end of <MM/DD/YY>.” If DAM is postponed include the following in the notification “Estimated time to publish DRUC results is <XXXX>.”

	Delay in Approving DRUC Results
	· If DRUC  software gives warning or error messages which could not be resolved or if DRUC results are not reasonable then discuss with Market Operations Support Personnel and Shift Engineer whether to approve the   results or not.

· By 1600 if DRUC results are not approved and the Shift Supervisor has decided not to abort DRUC run, then issue Market Notice. Post in ENS: “Time requirement will not be met for ERCOT DRUC   for <MM/DD/YY> due to <issue>. HRUC timeline will not be extended to the end of <MM/DD/YY>.”

· Document decision made and action taken in Operator logs

	By 1800


	If DRUC results can not be approved then follow “Abort DRUC Process” portion of this procedure.


	2.6 Abort DRUC Process

	Step #
	Procedural Steps

	NOTE:
	If DRUC software fails without expectation of timely repair or some emergency event (Black Start, etc.) makes operations impossible, discuss with Shift Supervisor to suspend DRUC run.

	1
	If there is AS insufficiency identified in DAM then take necessary action to resolve it by running SASM or procuring Generation Resources in the HRUC for the following Operating Day.

	NOTE:
	After 1800, HRUC will run for rest of current day and next day even if DRUC has not run successfully

	2
	Before 1800, if HRUC market can run, check if Shift Supervisor has decided to run HRUC for today and next day. If so, before running HRUC, change “Check Market Status” flag to “No”. 
If HRUC timeline will not be extended for tomorrow, commit Resources with long lead-time using VDI to incorporate WRUC results and recommendation in outage notes.

	3
	Notify all desks that DRUC market operations have been suspended.
Issue a Hotline call and an “Emergency Notice” as follows on the Emergency Notification System:  “EMERGENCY NOTICE-DRUC Failed. The ERCOT DRUC procedures have failed and is not expected to function for <MM/DD/YY>. DAM <has/ has not> identified any AS insufficiency. HRUC timeline <will/will not> be extended to the end of <MM/DD/YY> ”
Terminate the “Emergency Notice” when the DRUC Procedures are restored .

	4
	Document decisions made and actions taken in Operator logs.


	2.7 Run HRUC Preprocesses

	Step #
	Procedural Steps

	Continuous Monitoring
	Verify that EMSI function (data transfer between EMS and MMS) and Load Forecast are running successfully. If not, contact EMMS Production Support

	NOTE: 
	· Resources without a COP entry are by default given a Resource Status of “OUT” and are thus unavailable in RUC. Operator could run “COP_UPDATE_CHECK” if needed.

· Significant change in Load Forecast or Wind Forecast could result in Resource commitments in the following HRUC.  Need to make sure that after a change in Load Forecast or Wind Forecast, market participants have time to react and make changes to COP. {How much time? Perhaps the better approach is to identify the latest possible start time for an HRUC, i.e 30 mins before the top of the next hour.

	Periodic Monitoring
	Periodically monitor the following

· System condition change 

· Significant change in Load Forecast or Wind Forecast

· Significant Forced Outages
· Changes to SCED Up or SCED Down Reserves

· Forecasted generation reserves in the “Short-Term System Adequacy Report” do not meet reasonable minimums considering the hour in which the reserve is forecasted. 

· QSE updates

· COP status change – Forced Outages/ DRUC/ HRUC/ VDI instructions

· HSL of Wind-Powered Generation Resources – for change in Wind-powered Generation Resource Production Potential (WGRPP).

Thirty minutes after a WGRPP or Load Forecast has been posted to the MIS, contact QSEs whose updates do not reflect the WGRPP changes and any RUC procurement instructions. If a QSE is unable to commit capacity selected in DRUC/ HRUC/ VDI, determine the need for immediately procuring equivalent MW capacity and manually initiate a HRUC.  Log the event & notify the shift supervisor.

	Between 1600 and 1800
	Verify whether DRUC has completed successfully. If DRUC status is failed, follow “Abort DRUC Process” procedure. If DRUC is delayed even after 1600, then follow “Manage DRUC Timeline Deviation” procedure

	1
	Immediately after the current HRUC results are approved, check if SASM was run for Ancillary Service insufficiency and was unable to resolve it. If so, identify the Resources that can be committed for providing AS.

	2
	By XX50 every hour, Verify the following HRUC settings are correct. If not, make appropriate changes with assistance from Shift Engineer.

· EMSI has completed successfully in the last 1 hr.

· The study time interval is set properly

· The “Execution Mode” is set to “constrained” 

· The current data management mode is “ONLINE”.

·  “Retrieve MF Interface Data”, “Retrieve MI Interface Data” and “Retrieve EMS Interface Data” flags  are set to “Yes” 

	3
	At the beginning of the hour, perform the “Verify and Correct HRUC Input Data” section of this procedure. 


	2.8 Verify and Correct HRUC Input Data

	Step #
	Procedural Steps

	NOTE:
	HRUC needs to be run every hour for each hour of the rest of the current operating day and the next operating day after 1800 

	1
	Run HRUC DSI and check for error or warning messages and take necessary action if needed to correct the errors. [Refer to appendix for more details]

	2
	Verify that the input data is properly transferred. If NOT, contact Shift Engineer.

	3
	If needed, modify the inputs for the following by executing the “Modify Input” sections of this procedure

· Committing/De-committing Resources 

· Bad/ Suspect telemetry (per section 2.14)
· Request from QSE to change COP input during the HRUC study period
· Temporary deactivation of contingency

· Network data updates
If needed, request an update to the Seven Day Load Forecast and or the Wind-powered Generation Production Potential.  Wait 30 minutes for Market Participants to update their COP to react to the changes in forecasts.

	4
	Change “Retrieve MF Interface Data”, “Retrieve MI Interface Data” and “Retrieve EMS Interface Data” flags to “No” and perform the “Execute HRUC” part of this procedure


	2.9 Execute HRUC and Approve Results

	Step #
	Procedural Steps

	1
	Run the whole HRUC sequence. 

	2
	Review the following intermediate results while HRUC is running. 

· Abnormal system condition in the summary display after IUC and NCUC. 

· For Under Generation, prepare for following “Manage Capacity Insufficiency” procedure 

· For Over generation, check for COP or Load Forecast errors

· For System Lambda greater than $10, check intermediate NSM results for constraint violation. If there are no constraint violation then check for undeliverable AS after the RUC run

· For abnormal constraints in the NSM outputs and abnormal commitments in IUC (?) and NCUC (?) outputs, consult Shift Engineer.

	3
	After the HRUC run finishes successfully, review results and take necessary action

· Abnormal system condition – Resolve, if any, by following “Managing Capacity Insufficiency” or “ Manage Capacity Surplus” sections of this procedure {See Luminant general comment 1 in section 1.}
· Contingency deactivated due to SPS/RAP - Commit required Resources if the security violations due to the contingency are known to be not completely resolved by the corresponding SPS/RAP.

· Unreasonable Constraints/ Commitments – Contact Shift Engineer to follow the “Resolve Unreasonable Results” section of the procedure for validating the constraint and identifying the reason for the commitment
· Violated constraints - Resolve it by following the “Resolve Violated Constraints” section of this procedure.
· Voltage violations - Verify that the generic constraints are handling the voltage constraints appropriately.

	4
	After the results are verified, modify results if needed by following the “Modify Results” sections of this procedure for the following

· Approve Undeliverable AS

· Approve/reject de-commitment request by QSE
· Resolve AS insufficiency

· Commit/De-commit Resources for issues identified in the above steps

	NOTE:
	If the Operator disapproves the results, the results will be saved in the database for future analysis and the results will be published to the MIS.

	5
	If the results are reasonable and necessary modifications have been made, approve the results. If not, disapprove the results.

	6
	Document decision made and action taken in Operator logs.


	2.10 Manage HRUC Timeline Deviation

	Step #
	Procedural Steps

	1
	· If HRUC  software gives warning or error messages, then follow the necessary action. Refer to appendix for more details.
· By XX25, if warning or error messages could not be removed then discuss with Market Operations Support Personnel and Shift Engineer whether to approve the market results or not.

	2
	· By XX40 if HRUC results are not approved, then issue Market Notice. Post in ENS: “The ERCOT HRUC market run at HE <Hour Ending> for <MM/DD/YY> is delayed.”
· Document decision made and action taken in Operator logs.


	2.11 Abort HRUC Process

	Step #
	Procedural Steps

	NOTE:
	If HRUC software fails without expectation of timely repair or some emergency event (Black Start, etc.) makes   operations impossible, discuss with Shift Supervisor to decide whether to suspend HRUC run.

	By XX50
	By XX50 if HRUC results are not approved, then discuss with Shift Supervisor to decide whether to abort the current HRUC run. If Shift Supervisor decides to abort the current run then issue Market Notice. Post in ENS: “The ERCOT HRUC   run at HE <Hour Ending> for <study interval> is aborted.”

	HRUC Software Failure
	· Notify all desks that HRUC   operations have been suspended if the Shift Supervisor decides to suspend HRUC run.

· Issue a Hotline call and an Emergency Notification as follows: “EMG NOTICE-HRUC MKT Failed. The ERCOT HRUC   software has failed and is not expected to function in time every hour for <Study time frame>. VDIs will be issued if needed. ”

Terminate the Emergency Notification when the Emergency no longer exists.



	2
	Commit/De-commit Resources if needed by issuing VDI for the following

· AS insufficiency from SASM (need the details for this process)
· For changes in the following from the last HRUC run or DRUC run.

· COP Resource Status

· COP AS Resource Responsibility
· Seven Day Load Forecast

· Wind-powered Generation Production Potential (WGRPP)
· Significant Forced Outages
· Significant changes to Planned Outages
· For resolving transmission constraints identified using EMS Network Application Study Network 
For changes in RUC commitment decisions brought on by delays in Planned Outages, the operator shall record the circumstances and any revised actions taken in the Operator Log.

	3
	Run Delivery Evaluation Function to check if any AS is undeliverable. If needed request QSE to reschedule the undeliverable AS {If this process is separate from the RUC process, why is it not referenced in the above task descriptions?}

	4
	Document decision made and action taken in Operator logs.


	2.12 Manage Capacity Insufficiency

	Step #
	Procedural Steps

	NOTE
	Operator is notified of capacity insufficiency by “Under generation at (Time) of (Date)” warning messages.

	1
	Verify that the capacity insufficiency is also projected in the “Short-Term System Adequacy Report” for the RUC study period.  If the capacity insufficiency is not apparent in this report, determine the cause and correct.  In non-emergency conditions, allow at a minimum of 30 minutes for the Market Participants to react to changes in system conditions. Since the Short Term System Adequacy Report covers a period beyond the RUC study periods, you need to be clear about actions to be taken.  If the capacity insufficiency arises in the RUC study period (i.e. an abnormal RUC result), depending on the eminent need criteria, operator action may or may not be required.   
If WRUC indicates a shortage of Resources to meet the load projected in the Seven Day Load Forecast, then issue Market Notice: “The ERCOT <DRUC /HRUC>   software has identified capacity insufficiency for HE <Hours Ending> of <MM/DD/YY>. Submit/update COP, if needed, for all hours of <MM/DD/YY> ”

	2
	Manually run “COP_UPDATE_CHECK” event and contact QSEs that have not submitted COP for major/ significant Resources for the capacity insufficient hours and inform them that COP needs to be submitted/ updated. Note: Resources with no COP entry are considered to have a Resource Status of OUT and are unavailable in RUC

	3
	Under non-emergency conditions, 
· Allow enough time for QSEs to update their COP following a change in forecasted conditions.  Then rerun RUC with the updated input.

· If there is not enough time to rerun RUC, get Shift Supervisor’s approval to wait for QSE’s COP updates and resolve capacity insufficiency in the next scheduled RUC run.

	NOTE:
	Resources with EMR Resource status can only be committed during a declared Emergency Notice.

	4
	Under emergency conditions or if Shift Supervisor has decided against waiting or if QSE COP updates did not help to resolve the capacity insufficiency then 
· Commit enough EMR Resources such that sum of generation capacity is equal to system load plus total amount of ancillary services required by following the “Override Results – Commit/De-commit Resources” section of this procedure.
· Issue a Hotline call and an Emergency Notice  as follows: Post on the Emergency Notification System:  “EMERGENCY NOTICE-RUC Capacity Insuf. The ERCOT <DRUC /HRUC>   software has identified capacity insufficiency for HE <Hours Ending> of <MM/DD/YY>. Resources with EMR Resource Status will be committed. Submit/update COP, if needed, for all hours of <MM/DD/YY> ”

            Terminate the Emergency Notice  when the emergency condition no longer exists.




	2.13 Manage Capacity Surplus

	Step #
	Procedural Steps

	1
	In the unlikely event that RUC has identified over generation for any hour and there is a resulting transmission constraint violation that can only be resolved by a Resource decommitment dispatch instruction, issue Market Notice: “The ERCOT <DRUC /HRUC> software has identified over generation for HE <Hours Ending> of <MM/DD/YY>. Update COP, if needed, for all hours of <MM/DD/YY> ” 

	2
	Under non-emergency conditions, 

· If there is enough time to wait for COP update and rerun RUC, wait at least 30 minutes for QSE’s to update/submit COP and then rerun RUC with the updated input.

· If there is not enough time to rerun RUC, get Shift Supervisor’s approval to wait for QSE COP updates and resolve over generation in the next scheduled RUC run. Issue Market Notice: ERCOT <DRUC /HRUC>   software has identified over generation for HE <Hours Ending> of <MM/DD/YY>. Update COP, if needed, for all hours of <MM/DD/YY> ”


	NOTE:
	Qualifying Facilities and nuclear generation may only be de-committed as the last resort. 
When de-committing Resources which are committed by RUC document in the operator logs, the reason for manual de-commitment of the Resource and the reason why RUC committed the Resource.  

	3
	Under emergency conditions or if Shift Supervisor has decided against waiting or if QSE COP updates did not help to resolve the over generation then de-commit Resources such that sum of generation minimum capacity is equal to system load plus Regulation Down Ancillary Service capacity by following the “Override Results – Commit/De-commit Resources” section of this procedure.


	2.14 Modify Input – Correct Bad/Suspect Telemetry

	Step #
	Procedural Steps

	1
	Check EMS Operator Alarms and determine the list of the following telemetry points with BAD/SUSPECT quality code 

· Resource Status of Generation Resources 

· All 345 kV and major 138 kV transmission breakers /switches status

	2
	Check the State Estimator results. If the estimated breaker or switch status is different from telemetry, contact the ERCOT Transmission Desk System Operator to call QSE Operators to determine the correct status code and update the following based on the input from QSE
· “EMS Current Commitment Status” and “EMS historic Commitment” for wrong Resource Status of Generators 

· “EMS Current Breaker Status” for wrong  transmission breakers /switches status


	2.15 Validate Load Forecast

	Step #
	Procedural Steps

	1 
	Review the Seven Day Load Forecast error and check with ERCOT System Operator about the need for manually rerunning the Load Forecasting software or modifying the input data into the software or modifying the load forecast results. If the Operator is adjusting the load forecast results, wait for the results to be updated. 

	2
	Issue the following Market Notice in the ENS system after the getting the updated results. “ERCOT has updated the Load Forecast due to significant errors in the estimation. Update COP, if needed, to reflect the updated Load Forecast.”

Before retrieving the input data allow 30 minutes for QSEs to react to the new updated Load forecast..

	3
	Rerun RUC after QSEs have updated their COP.


	2.16 Modify Input – Manually Commit/De-commit Resources

	Step #
	Procedural Steps

	NOTE:
	Operators may manually commit or de-commit Generation Resources on the MOI before RUC Optimization to resolve transmission constraints that may not be correctly modeled by NSM and RUC, e.g., voltage constraints. 
Outage Notes might indicate need for Generation Resources for voltage support during outages.
Commitment instruction for Generation Resources with long lead time which won’t be considered in HRUC/DRUC can be communicated to QSE through RUC results (by manually committing the Resource in RUC input) or issuing VDI. Entering the commitment as RUC input is the preferred method since the commitment will be then considered in the RUC optimization. 
Modify the input only if there is a specific and single commitment plan for resolving the problem. If there are multiple solutions, then use the RUC results.  If the operator is not satisfied with the result of the RUC, the operator may override the results with any  solution desired provided such is documented in the Operator Log.The process should be the operator recommends and the supervisor approves.

	1
	Verify if the QSE has updated the Resource Status in COP to reflect VDI and previous RUC instructions. If not. Contact QSE for updating the COP.

Determine the need for manually committing/ de-committing Resources.
If Generation Resources needs to be committed/ de-committed for resolving transmission constraints that may not be correctly modeled by NSM [e.g., voltage constraints] then issue Market Notice on the ENS: “ ERCOT has identified that the transmission constraint < Constraint details> can not be correctly modeled in RUC and hence will be manually <committing/ de-committing> < Generation Resource Names> in <HRUC/DRUC> for HE <Hours Ending> of <MM/DD/YY>”

	2
	For the Generation Resources identified, obtain the following information

· Temporal constraint information - Max Daily Startups, Startup Time Hot/Warm/Cold, Min Online Time, Min offline time, Max Online time, Hot to intermediate time and Intermediate to cold time

· Current day COP status 

· COP status for the RUC study interval

· Number of hours the Generation Resource was Online/Offline and the number of startups until the beginning of the hour.



	3
	Depending on the initial Online/Offline Condition, Hot to intermediate time and Intermediate to cold time, determine the current state (Hot/Warm/Cold) of the Resource and identify the Startup Time corresponding to the current state

	NOTE:
	{These are not must run resources, there is no contract and they are not settled as must run resources.  They are RUC committed resources and settled as such.} If manual commitment does not satisfy the temporal constraints, then the Unit Commitment (UC) module will try to meet the temporal constraints. If UC can not solve these constraints then it will fail to reach a solution and stop. 

	4
	Determine the hours for which the Resource needs to be committed/de-committed. Adjust the hours such that the following temporal constraints will be satisfied

· Number of startup per day ≤ Max Daily Startups

· Min Online Time ≤ Number of Online hours ≤ Max Online time

· Number of offline hours ≥ Min offline time

· Number of hours offline before start up ≥ Startup Time 



	5
	In the Operator Manual Commitment section of DSI (?), for the selected Resource and for the required hours, 

· update the “Reason” column 
· change the status from “AUTO” to “ON” for committing and 
· change the status from “AUTO” to “OFF” for de-committing.

	6
	After the next DSI run, verify that RUC took the manual commitment or de-commitment change by changing the mode to R or U respectively in the Generator Operating Limits inputs for the optimization. If the inputs are not updated even after correctly entering the manual commitments, contact Shift Engineer.

	NOTE
	The following step is not needed if the Operator wants to consider the manual commitment/de-commitments for the subsequent RUC runs. 
Manual Commitments / De-commitments by Operator will be communicated to QSE as RUC Commitments / De-commitments. The QSE should update the COP with Resource Status “ONRUC” for commitments and “OFF” for De-commitments within 60 minutes. I.e. the COP input for the next scheduled RUC run should already have these manual changes included in it if the QSE has updated the COP. 

	7
	After the RUC run finishes, reset manual commitments to “AUTO” in the Operator Manual Commitment section of DSI.


	2.17 Resolve Unreasonable Results.

	Step #
	Procedural Steps

	Unreasonable Constraints
	Review the effect of the contingency in EMS STNET (?) considering the  Outages, Load Distribution factors, Generation MW/commitment/de-commitment pattern and the Seven Day Load forecast conditions similar to the interval in which the constraint is found unreasonable.

If the EMS STNET results are considerably different from the RUC results then, select the iteration and hour and create the tabular display of the base case Power Flow and verify the flows through the transmission element near the constraint region. If the flows is not reasonable for the given system conditions then check the following

· MW and load distribution factors for the loads near the region
· Normal (current breaker status for 1st hour of HRUC) breaker status for transmission elements near the region and compare it to the set of elements which are getting decommissioned or are coming into service. 
Correct the RUC input for any errors identified and rerun RUC if needed.

	Unreasonable Commitments 
	Identify the reason for commitment by reviewing changes in the following from the last HRUC run or DRUC run.

· COP Resource Status

· COP AS Resource Responsibility
· Seven Day Load Forecast

· Wind-powered Generation Production Potential (WGRPP)
· Significant Forced Outages
· Significant changes to Planned Outages
If the reason cannot be identified from the data then rerun RUC after making the resource unavailable and review the change in result.
If the constraints that come up are unreasonable then take necessary action to resolve it.
For changes in RUC commitment decisions brought on by delays in Planned Outages, the operator shall record the circumstances and any revised actions taken in the Operator Log.


	2.18 Resolve Violated Constraints

	Step #
	Procedural Steps

	NOTE
	Operator can identify the Resources that have impact on the constraint by creating the suggestion plan for the constraint and resolve the constraint violation by committing/de-committing Generation Resources.

	1
	Identify the constraint that needs to be studied and the hour it needs to be analyzed. Violated constraints have “Violation” field greater than zero in the Binding Constraint Summary section of DSP (Dispatch Scheduler Publishing – Output data publishing component of MMS)

	NOTE
	To check the validity of the constraint, implement it in the EMS study network (STNET) and check the constraint overload under load forecast and outage similar to the RUC interval in which the constraint is violated. 

Impact of the constraint on the RUC results is minimal if no Resources were committed for the constraint.

	2
	Check whether the constraint is valid or not. If the constraint is not valid, 
· If time permits, correct the issue and run RUC again. Contact Shift Engineer to review the RUC base power flow to identify and correct the issue with the constraint.

· If there is not enough time then discuss with Shift Engineer whether to approve the RUC results or not. 

	NOTE
	The “Contribution MW to the Constraint” is an approximate calculation of the MW contribution. Negative contribution (negative Shift Factor) will reduce the overload and positive contribution (positive Shift Factor) will worsen the overload.

	3
	If the constraint is valid, CREATE the suggestion plan and identify Resources that can be committed/de-committed to resolve the constraint by looking at the “Contribution MW to the Constraint” column. 

	4
	Identify the list of Generation Resources that will not worsen other constraint??? ??? also. If there are no Resources with “Participating in other Constraints” column as “No” then select Resource such that committing/ de-committing of which will have minimal impact on other constraints.

	5
	Check the temporal constraints for the Resources and identify the hours for which the Resources needs to be committed/de-committed such that the temporal constraints are not violated. 

	NOTE:
	Refer to “Modify Input – Manually Commit/De-commit Resources” and “Override Results – Commit/De-commit Resources” section of this procedure for more information on temporal constraints.

	6
	Commit Resources which has met the temporal constraints; does not worsen other constraints; have shift factor sign opposite to that of the flow. 

	NOTE:
	Qualifying Facilities, Hydro powered Resource and nuclear generation may only be de-committed only as the last resort. [See 6.5.9.2(e)]

Special care should be taken when de-committing Generation Resources which are committed by RUC

	7
	If enough Resource can not be committed [sum (Shift Factor * HSL) is not enough to resolve the security violation] then de-commit Generation Resources which have met their temporal constraints; and does not worsen other constraints; and has  shift factors with the same sign as that of the flow and sum (Shift Factor * LSL) is enough to resolve the overload.
Operator needs to enter “Approve” in the commitment summary section of DSP for de-committing the Generation Resources.


	2.19 Override Results – Approve Undeliverable Ancillary Service

	Step #
	Procedural Steps

	NOTE
	RUC marks Ancillary Service (AS) as undeliverable if the AS capacity is needed for resolving transmission constraint. AS capacity will be used only after all the other available generation capacity is used to resolved the constraint
If RUC identifies AS as undeliverable, even if it is or its contribution to binding/violated constraints is a very small amount, the Operator must override the result to zero since redistribution of small amounts of AS may result in more sever violations.

	1
	Review undeliverable Ancillary Service capacity summary section under DSP and manually overriding the undeliverable AS MW by zero for undeliverable MW amount less than 5 MW. 

	2
	Determine the contribution of each undeliverable MW to binding/violated constraints and manually overriding the undeliverable AS MW by zero for undeliverable MW amount which have less than 5% contribution to the binding/violated constrain.
[currently there are no displays to verify this]


	2.20 Override Results – Commit/De-commit Resources

	Step #
	Procedural Steps

	1
	For the Generation Resources to be committed/de-committed, obtain the following information

· Temporal constraint information -Max Daily Startups, Startup Time Hot/Warm/Cold, Min Online Time, Min offline time, Max Online time, Hot to intermediate time and Intermediate to cold time

· Current day COP status 

· COP status for the RUC study interval

· No: of hours the Resource was Online/Offline and the number of startups until the beginning of the hour.



	2
	Depending on the initial Online/Offline Condition, Hot to intermediate time and Intermediate to cold time, determine the current state (Hot/Warm/Cold) of the Resource and identify the Startup Time corresponding to the current state

	3
	Identify the hours for which the Resources needs to be committed/de-committed such that the following temporal constraints will be satisfied

· Number of startup per day ≤ Max Daily Startups

· Min Online Time ≤ Number of Online hours ≤ Max Online time

· Number of offline hours ≥ Min offline time

· Number of hours offline before start up ≥ Startup Time 

	4
	In the RUC commitment/ de-commitment summary section of DSP, update the “RUC Commitment & De-commitment” columns with “Commit”/“De-commit” and the “Reason” column with Reason for changing the RUC recommendation for the hours identified for the Resource.

	5
	Update the “De-commitment Confirmation” column with “Approve” for any de-commitments.


	2.21 Override Results – Resolve Ancillary Service Insufficiency

	Step #
	Procedural Steps

	NOTE
	AS insufficiency is passed from DAM for DRUC and from SASM for HRUC. RUC does not automatically commit Resources for meeting AS insufficiency.
For each AS type, Ancillary Service Procurement Summary section in DSP Displays shows COP status, RUC status, QSE AS qualification, AS available capacity for that particular AS type.

	1
	For each type of AS insufficiency, select Resources for which the corresponding AS Qualification is “Y”; COP status and RUC status are “OFF” and the sum of AS available capacity is greater than or equal to the insufficiency amount. 
Specify the criteria for Resource selection – i.e. random or some other criteria.

	2
	Run Delivery Evaluation Function to determine whether the AS is deliverable from the selected Resources. Only select Resources from which AS is deliverable.

	3
	For the selected Resources, update the “Manual Procurement Amount” columns with the corresponding AS available capacity and the “Reason” column with AS insufficiency type.

	4
	Commit the selected Resource by following the “Override Results – Commit/De-commit Resources” section of this procedure.

	NOTE
	There is online capacity available if HASL Margin [Sum (HASL)- Load Forecast] is greater than zero

	5
	If no Resources could be selected in the above steps, then determine if there is capacity available in the online resources to provide for AS insufficiency amount.  Commit Resources to provide capacity if  the current commitment is only enough to meet the forecasted load


	2.22 Override Results – Approve/Reject De-commitment Request

	Step #
	Procedural Steps

	NOTE
	If the Resource Status changes from an ONLINE to OFFLINE status during the hour before the HRUC run, then HRUC identifies it as a request by QSE to de-commit the Resource. HRUC considers the Generation Resource as offline but available and sets the startup cost as zero since it was initially committed by the QSE. The results shows that the de-commitment request is denied if HRUC optimization commits the Resource

Care should be taken when approving de-commitment requests which are rejected by RUC.

	1
	In the “DSP Self De-commitment Request Accept/Reject” section of DSP, manually override “Accept/Reject” column if needed.

	2
	Update the “DSP RUC Commitment/ De-commitment Summary” section of DSP for overriding the results by following “Override Results – Commit/De-commit Resources” section of this procedure.


3. Appendices

3.1 Appendix 1:  Corrective action for RUC Workflow Warning and Errors Messages

 RUC workflow gives warning or error messages. The Operator may refer to the following list to identify the action to be taken to resolve these messages.

1 Navigate to Workflow > Workflow Messages display and check for any error/warning messages.

2 For the following warning messages, take necessary action as time permits.

1 (DB Name) data retrieval has been skipped

· Verify whether the data retrieval needs to be skipped or not. If not then set the data retrieval control flags under DSI Displays > DSI Execution Control Parameters display to “Yes”

2 Unit (Unit Name) is not found in MA system 
· Inform the unit name to Shift Engineer
3 Station (Station Name) is not found in MA
· Inform the station name to Shift Engineer
4 Unit (Resource ID) is on maint before min. up time / 
Unit (Resource ID) violates max on time constraint at (Time Step) of (Date) / 

Unit (Resource ID) violates maximum daily startup constraint at (Time Step) of (Date) / 

Unit (Resource ID) violates min down time constraint at (Time Step) of (Date)/ Unit (Resource ID) violates min up time constraint at (Time Step) of (Date)/ 

Unit (Resource ID) violates must-run constraint at (Time Step) of (Date)/

Unit (Resource ID) violates unavailable constraint at (Time Step) of (Date)/

Unit (Resource ID): consecutive-on time is greater than its max up time - reset max on time"/

Unit (Resource ID): consecutive-off time is less than its min down time - reset min down time"/

CC Plant (Plant ID) violates min down time constraint at (Time Step) of (Date)/ 

CC Plant (Plant ID) violates min up time constraint at (Time Step) of (Date)/ 

· Verify whether the min down/up time constraint is satisfied in DSI Displays > DSI Data Processes > DSI Operator Manual Commitment if the CC Plant (Plant ID) or unit (Recourse ID) is de-committed/committed by Operator. If these are not de-committed/committed by Operator then, as time permits, check the validity of the COP entry with QSE 

5 Energy unit/group (Resource ID) violates energy constraint at (Time Step) of (Date).
· Energy constraints are checked only in WRUC. Verify whether the Max weekly energy constraint is satisfied in DSI Displays >  DSI Data Processes >  DSI Operator Manual Commitment if the CC Plant (Plant ID) or unit (Recourse ID) is committed by Operator 

6 Generation for group (Transmission Constraint ID) violates export transmission constraint by (MW) MW at (Time) of (Date) /
Generation for group (Transmission Constraint ID) violates import transmission constraint by (MW) MW at (Time) of (Date).
· Study the violated constraint by developing suggestion plan and commit/de-commit Resources if needed.

7 Unit (Unit Name) with output (Output MW) MW isolated
· The unit with ID (Unit Name) is committed by UC with a scheduled output (Output MW) MW. The unit is, however, isolated in the network model. The Resource will not be dispatched in the next NCUC execution. For Resource committed in COP, confirm with QSE, the validity of the COP and the outage that isolates the Resource from the main network. Operator can ignore the message if the Resource has OFF Resource Status in COP.

8 Maximum iteration number exceeded
· If the NCUC fails to converge within the maximum allowable number of iterations, contact the Shift Engineer to examine the remaining constraint violations to verify that the data is realistic. If the data is realistic, EMMS production support personnel can increase the maximum number of iterations and rerun RUC.
9 Over generation at (Time) of (Date).

· Refer to “Manage Capacity Insufficiency” procedure

10 Under generation at (Time) of (Date).

· Refer to “Manage Capacity Insufficiency” procedure

11 RUC approval is only allowed in ONLINE database
· Verify the current data management mode. Operators are required to work on “ONLINE” mode for sending the results to QSEs. OFFLINE/SD1/DS2 are for study purpose only. Navigate to System Administrations > Data Management display. Change the “Connect to Schema” to “ONLINE” and run RUC in ONLINE mode
3 For the following errors, take necessary action
1 Dynamic Load Time Stamps Could Not Match With The Time Stamp of Current Loop  (# of time step)
· Execute EMS Interface (EMSI) function once to retrieve the updated data. The error is coming because NDP process cannot continue due to missing data for transmission Dynamic Ratings and Load distribution data for the time step (# of time step).  

2 ABNORMAL completion of (Functional Component)
· Check the other messages to identify the cause of abnormal completion

3 DRUC Execution Time Error: DAM execution not completed
· DRUC is allowed to run only after DAM and after 1430. if DAM status is failed even after 14:30 and Shift Supervisor has decided to run DRUC, then set “Check   Status” flag under DSI Display > DSI Execution Control Parameters display to “No”

4 DRUC not completed. HRUC only studies the current day.
· This message comes when the time is between 1430 and 1800, DRUC has not completed and "Check   Status" flag on DSI execution control is set to "Yes.". Follow “Manage DRUC Timeline Deviation” procedure.

5 Invalid iteration count
· Restart the NCUC solution and make sure that NSM and NCUC are executed in the right order. The error is coming because the NSM/NCUC iteration count is not synchronous with the NCUC execution.
6 Invalid number of time steps
· Restart the NCUC solution and make sure that all functions are executed in the right order. The error is coming because the number of time steps in NCUC output is different from that in NDP.
7 Error in UC input data
· Check the other messages to identify the cause of input data error.

8 NDP input file open error in time step <# of time step>
· Rerun NDP and make sure that the function is successfully completed. The error is coming because the NDP output file required to run NSM does not exist.
9 UC output file open error in time step <# of time step>
· Rerun NCUC and make sure that the function is successfully completed. The error is coming because the NCUC output file required to run NSM does not exist.
10 Combined Cycle Plant (Combined Cycle Plant Name) and mode (Combined Cycle Mode) have inconsistent initial status.
· Verify that DB was not manually changed.
11 Combined Cycle Plant (Combined Cycle Plant Name) has more than one mode with initial status ON.
· Contact QSE to identify the correct Resource Status for the CC configuration and update the COP input.
12 Unit (Resource ID) violates the mutual exclusiveness constraint at (Time Step) of (Date).

· Contact QSE to identify the correct Resource Status for the CC configuration and update the COP input. This error is coming because two or more modes are on at the same time for a CC plant
13 JOU Unit (Resource ID) has an inconsistent commitment schedule at (Time Step) of (Date).
· Contact operating QSE to identify the correct Resource Status for the JOU Resources and update the COP input.
14 Unit (Resource ID) violates the “cannot shut down” constraint at (Time Step) of (Date).
· Contact QSE to identify the correct Resource Status for the CC configuration and update the COP input. This error is coming because one or more CC modes are shut down which have "Shut Down" flag as "N"
15 Unit (Resource ID) violates the “cannot start up” constraint at (Time Step) of (Date).
· Contact QSE to identify the correct Resource Status for the CC configuration and update the COP input. This error is coming because one or more CC modes are started which have "Start Up" flag as "N"

16 Unit (Resource ID) has an invalid mod transition from (Resource ID) at start of study to (Resource ID) at (Time Step) of (Date).
· Contact QSE to identify the correct Resource Status for the CC configuration and update the COP input. This error is coming because the CC Plant has an invalid mode transition at the start of study period
17 Unit (Resource ID) has an invalid mod transition from (Resource ID) at (Time Step) of (Date) to (Resource ID) at (Time Step) of (Date).
· Contact QSE to identify the correct Resource Status for the CC configuration and update the COP input. This error is coming because the CC Plant has an invalid mode transition at a time period
18 Data Base Errors 
Error in Connection to (Database name) Database/
Error in Disconnection  from (Database name) Database/
Error in Reading (Table name) (Date)/
Failed to publish MI (Table name)/
No records found in (Table name) table/
Table (Table name) is not parallel to table (Table name)/
Error in (DB) connection/

Error in (DB) disconnection/

· Contact Data Base Administrator and Production Support
19 No QSE Found for Resource (Resource ID)/
Cost curve for unit Resource ID is not monotonically non-decreasing/
Cost curve MW breakpoints for unit Resource ID are not increasing/
Transmission constraint group input error: Error description/
Transmission constraint sensitivity group input error: Error description
· Contact Shift Engineer and EMMS Production Support
20 Nonlinear power flow failed to converge in time step <# of time step>/
· Immediately contact Shift Engineer and EMMS Production Support
3.2 Appendix 2:  Suggested Methods for Task Performance 

Operators may refer to these guides to perform certain tasks in the procedure.
Deactivate Contingency
Operators shall deselect contingencies that are known to cause errors or result in inconclusive study output in the RUC.

· Identify the contingency that needs to be de-activated

· Navigate to NSM Displays  > NSM Input Displays  > Contingency Data display 

· Update the start time, Stop time and Reason fields. 

· Commit the change.

Manually Override Network Model Data
RUC allows Operator to monitor transmission equipments with out securing it. A transmission equipment is secured if RUC does Commitment/ De-commitment and dispatch for relieving any overload of the transmission equipment. The network data could be changed temporarily for the current RUC run.

· Navigate to NSM Display->NSM Input Displays 

· For updating the secured/ monitored status, determine whether the transmission element is a line or transformer or Series Device and which constraint (MW or MVA) need to be converted from secured to monitored status.

· Navigate to the corresponding Transmission Facility Data display and update the “Monitored” and “Secured” flag.

· Update the limits if needed

· commit the changes

Review Power Flow

RUC allows Operator to review the Power Flow solution. After reviewing the UC Displays > Output Display Menu > Generation Outputs > RUC Commitment Summary display, UC Displays > Output Display Menu > System Outputs > Line Flow Summary display and NSM Displays > NSM Output Displays > NSM Constraint Violation Summary display, the operator might decide to look into the Power Flow results if the constraint violation and Resource commitment looks suspicious. Operator can select the iteration and hour and create the tabular display of the Power Flow and verify that the base case flows through the transmission element looks reasonable for the given system condition.
· Navigate to NSM Displays >NSM Tabular Execution Control display

· Enter the “Iteration” and “Time Step” below “NSM/NCUC Parameters:” for the selected iteration and hour. Commit the data entry.

· Click the button “Solve Power Flow”. A popup message saying, “TBSRU ran successfully” will come in a few seconds. Click OK 

· Enter the Station Name on the right of button “Build Tabular Output For Station”. If the Operator wants to review all the stations, enter “ALL”. Commit the data entry.

· Click the button “Build Tabular Output For Station”. A popup message saying, “TBSRU ran successfully” will come in a few seconds. Click OK 

· Click the button “View Tabular Output”. The display will be redirected to NSM Displays > NSM Output Displays > NSM Tabular Output display

· If the Operator wants to check the execution message for generating the tabular output, click the button “View Execution Message”. The display will be redirected to NSM Displays > NSM Messages display.

Create Suggestion Plan
· Navigate to DSP Displays > DSP Constraint Summary display and identify the constraint number (No. Column)

· Enter the Constraint number and the study interval number into the fields provided at the top of the display and commit the changes

· Press the button creating suggestion plan. Press the “DSP Suggestion Plan” button when a pop up message displays that the background process has completed the calculation. 

Note: The suggestion plan can also be accessed by directly going to DSP Displays > DSP Suggestion Plan display

Approve/Reject De-commitment Request 

If the Resource Status changes from ONLINE to OFFLINE during the hour before the HRUC run then HRUC identifies it as a request by QSE to de-commit the Resource. HRUC considers the resource as offline but available and sets the startup cost as zero since it was initially committed by the QSE. The results shows that the de-commitment request is denied if HRUC optimization commits the Resource

· Navigate to HRUC Displays > DSP Displays > DSP Self De-commitment Request Accept/Reject display.

· Manually override “Accept/Reject” column if needed and commit the change

· Update the DSP RUC Commitment/ De-commitment Summary display for overriding the results and commit the change.

3.3 Appendix 3:  Notes from Market Operations support Personnel to ERCOT System Operator - RUC Desk
The Notes from Market Operations support Personnel to ERCOT System Operator - RUC Desk should include, but is not limited to, the following:

· Manual changes to input

· Reason for commitments

· Commitments needed for resolving constraints

· Abnormal system condition- capacity insufficiency/surplus

· Un-resolvable issues

3.4  Appendix 4:  Shift Handoff 

The goal of shift change is to clearly exchange information in an effort to maintain system reliability and security.

On-coming and off-going operators will meet prior to relieving or taking over a desk.  Off-going Operators will provide an overview of system conditions and other relevant matters. 

On-coming operators must make sure they understand the conditions for which they are assuming responsibility. The on-coming operator is under no obligation to assume this responsibility if conditions are not stable.

On-coming and off-going operators should clearly exchange an overview of system conditions and other relevant information in an effort to maintain system reliability and security. The following is a list of items that may be included during a shift change.  This list includes, but is not limited to, the following:

· OCN(s) issued

· Advisory(ies) issued

· Alert(s) issued

· Capacity Insufficiency conditions
· Communicate any unfinished tasks

· Constraints activated
· List of transmission constraints that have a high probability of being binding in SCED, DAM
· DC Tie Interchange – curtailments, export/import, etc.

· Emergency Notice(s) issued

· Flow Limits being challenged or exceeded

· Invalid Constraints

· Invalid Contingencies to be deactivated

· Seven Day Load Forecast errors
· WGRPP errors
· Manual Commitments/ De-commitments

· MOI problems

· Network Model Issues Identified

· Over Generation condition

· Procedure Changes

· QSE problems – telemetry and data submission issues

· Significant Outages - Forced Outages and Delay in major planned outages

· Special Instructions

· VDI(s) issued

· Other 

On-coming operators should review operator logs by off-going operator and should get updates from DAM operator, SASM operator, Adjustment Period Desk, Transmission Desk, Frequency Desk and off-going Shift Supervisor.
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