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	***Items with RED font are actions items and are compiled in the “Action Items” section at end of document***
Agenda

1.

Antitrust Admonition and Agenda Review

J Galvin

9:30 a.m.

2.

COPS Summary

J. Galvin

9:40 a.m.

3.

ERCOT Extract Issues Report

T. Felton

9:45 a.m.

4.

Current Systems Stabilization Effort Update Follow Up

T. Felton

10:00 a.m.

5.

REC Extract

Deller/Coon/A Morton

10:15 a.m.

6.

EILS Settlement Options and PRR

Bauld

10:30 a.m.

7.

Lunch

 

12-1

8.

Mismatch Schedules due to dropped schedules

DEWG

1:00 p.m.

9.

Other Business-Items assigned by COPS

J. Galvin

2:00 p.m.

1. COPS Summary – J. Galvin
a. Primary topic – discussion of EILS settlement process.

b. Here today to come up with agreement to an option that is being presented by ERCOT. Discussion at COPS around current situation of already settled period for EILS. Whether items can or cannot be disputed.  Want to edit language as we see fit. 

c. Relatively short COPS meeting.

d. Discussion around task forces. DEWG/SDAWG discussions regarding EILS and stabilization effort.  

e. Lee – real discussion is EILS and going forward with what ERCOT is proposing we consider.

2. ERCOT Extract Issues Report - T. Felton
a. 11/14 log 

b. October – no further incidents in October 

c. Still open items caused by system changes from Lodestar upgrade

i. System behavior change due to the upgrade caused all 3 incidents

(1) Had development go in and tune the extracts for future changes.  After those changes, no extract issues since.

d. November – 1 incident 11/6

e. Notification 11/7

i. Siebel service order extracts – timeliness

(1) extracts delayed

(2) Same root cause as discussed at COPS – automated process not successfully completed

(3) Alerts on issue worked, however not able to go in and restart and complete on time.

(4) Extracts have since been posted and this issue complete

f. Adding failovers to doc

i. Added to SLA – need to discuss

ii. On Oct 7 conducted failover

iii. Oct 9 and 11 also

iv. No outages as result, but 11/9 was part of maintenance release failover from Austin to Taylor and then back – caused 10 min TML outage.  Was on Sunday so not reported – outside of SLA window

(1) Annette – on Nov outage there were alerts (just added). May want to add that. Root cause defined but since something was done it would be helpful to include in report.

(2) Jim – Notice a couple of days ago around format of settlement statements – daylight savings time day.  Don’t know if caused headaches – formatting issue. Notice stated data was correct but we had difficulty loading statement.  Would like to have those added to report.  Haven’t had this type of issue before except lodestar upgrade.

(a) Mandy – result of same thing.  Prior to lodestar 4.7 upgrade had long runtimes. Did an update that allowed to run quickly.   Continued data priming step as provided performance gains.  1st round issue was data was put in with wrong interval count. This time when primed data for that day, overlooked daylight savings.   This week (Tues night) not doing data priming and will see performance impact. If only gains less than hour will skip step. It is manual process.  If it gains 2+hours in batch will continue, but will add steps to put in to ensure that this type of issue is prevented (specifically daylight savings).

(i) Other note – will report this to Trey so he is aware of this.  Tried internally (notice on 13) that you need to know ASAP so you know if it is your system or our data.  Might not have been soon enough.

1. Jim – notice was timely and we were able to load eventually. Would like included in future reports.

2. Harika – thanks for bringing this up. We rely on statements more than extracts, so those errors did impact us. I would also like this on those reports.

a. Mandy – if we know that certain participants are impacted, we will reach out to client services to reach out to impacted MPs. Part of problem is that in lodestar, settlements team cannot view prior to posting. We see it once posted. This particular problem is a 1-off, but we can’t see it until it’s actually posted so going forward with Nodal, we can view statements prior to posting and have validations that will review XML. Data priming were cause of this issue and last one, so if not enough benefit will stop the priming effort

b. Jim – can you explain the priming effort?

i. Mandy – When statements generated, it looks in a few different tables where recorder is like the charge name. For example, for Resource Imbalance it will look into a few different tables for all data cuts that look like RI*** when it goes to pull the data to put on the statement.  Looks in Disputes table, which does not contain “QTY,” “PRICE”, or AMT” cuts, therefore we did not realize that it would have an impact on the statements. When we “prime” data, we load zero-value records into the Disputes table because it was this part of the batch process that was running strangely long; the code that inserted records into this table was the problem. When the statements process pulls data and puts it on statement, it says “give me the greatest interval count for data that is like charge type (ex: OOMC)” – in the last case it went to table with amount cuts and found 24 intervals, but went to the Disputes table and found 96 intervals because we data primed the data with 96 intervals of 0 values.    In this case it picked up the right charge type values, but the 96 intervals on the disputes record caused the descriptor on the statement to be incorrect (i.e. too many intervals.)  You have right values (100 or 25 interval), but not right description.  

ii. Jim – was that designed to flag the statement for disputes?

iii. Mandy – not sure – not used anymore. 

iv. Jim – is it critical to physically see if something is in dispute (ask MPs). Originally goal was to highlight anything in dispute. Bad design. Is there on/off switch?

v. Mandy – will look into. Could have required programming change – fastest answer was to prime the data.  If we stop populating that data, will resolve. Waiting til test is run to see result.  Unused functionality is causing this at this time.

vi. Jim – this is something ongoing for a while to help performance?

vii. Mandy – started Late September. Will test tomorrow night

v. Trey – notice was sent on 9/27, but didn’t say lodestar – said “settlements and billing”.

3. Trey – stabilization

a. March thruAug – averaged 4 incidents per month
b. Sept thru Oct – averaged 3 incidents per month
c. November – 1 issue so far.  Trend is fewer incidents. 
i. Project forecast for 2009 –
(1) Went over spreadsheet item by item
(a) Budget was for 2008, as some projects were going to partially carryover to 2009.
(2) Annette/Jim – which are focusing on? With delay in nodal, focus on extract stabilization. Good news is trending of issues is going down, but had enough before that there is concern.  Data storage seemed to be strategy in last meeting. Minor capital means unplanned fixes, etc, that revolve around systems that create reports, but idea behind discussion – is enough being done, reprioritization, etc. with nodal, may be resource constraints.  Let’s focus on 4 projects that will give biggest benefit
(a) Trey – 1st IO CART is Spectel Server replacement. Not started yet – new project. Should be complete 2009. Don’t have actual list of implementation dates.  No real data on when projects will be implemented, but are prioritized on spreadsheet. Spectel will be before data storage. 
(b) Johnny – “below funding line” what does that say?
(i) Trey – priority not high enough to be executed 2008. Will be implemented 2009 for sure.  Line 42 has cutline for budget. Everything above cutline is funded.
(c) Trey – also highlighted ILM – new mgmt COMS data.  Will look at data – how long to keep it. Due to intrasite failover, have copies (redundant) – any data we can get rid of to streamline will trickle down in storage benefit. Even though in MO CART, affects (#14 in list)
(d) Line 22 – project 20 – Minor Capital – not sure why range is so high – will follow up on that.  Possible that when originally budgeted, was estimated budget. Will follow-up (TREY*****)
(e) Jim – this is not uncommon that we don’t know about implementation due to resource/cost constraints. Just getting an idea of what progress to expect is the goal for this group.  This is very helpful.  **action item – group – track what is going on, watch what issues come up relating to extracts/reports/extract data/settlement formatting so we know what is there being done to stabilize the current environment.  There is a list of SIRS?
(i) Trey – yes – also on project list are starting to plot out when will be developed, put into ITEST and released.  I will keep track of all of this.   For SIR list,  upgraded Linux from 3.7 to 5.2,  servers win2000 to 2003, replacing firewalls, rolling out Likewise, upgrading exchange 2003 to 2007, WAN routers Austin and Taylor, replacing Hitachi **** (CHECK WITH TREY) (replication tool to reduce consumption),    ****ACTION ITEM – CRAIG – GET SIR LIST FROM TREY)))*************************** Upgrade to Oracle 10g when can.
(ii) Heddie – we had problem couple years ago with multithreading – could this cause same issue?
1. Trey – we will test before rollout.

2. Heddie – will be tested in same environment?

3. Trey – Will check on that ***ACTION ITEM FOR TREY**

4. Jim/Heddie – was recent – in April of 07. web service..  ercot said had tested, moved to production and had threading issue. 

5. TREY – CHECK WITH CHRISTIAN BRENNAN ***ACTION ITEM***

6. Heddie – when in multithread mode, all threads would grab same piece of data and lock, causing system to lock and have to be rerun.

7. TREY – SEND SIR LIST TO DEWG/SDAWG  - CRAIG – POST ON THIS MEETING CALENDAR

4. SLA Draft – TREY

a. Upgraded retail SLA – wanted to change outage windows so all were same due to TML being on same schedule.

b. Reviewed SLA

i. Jim – ok if we come back with a more workable combination of the 2.  don’t need to look at until 1st of year. Will decide when working out meeting schedule.

(1) Trey – SEND SLA SCHEDULE TO CRAIG *******

(2) Transaction volumes – 4th had less volume. 2nd was busiest of all. Brought to RMS and they agreed to move to week 4 for releases. A few exceptions had to be made (thanksgiving) – moved to December. No release in November now. Other exception may – Memorial Day. Moved.

(3) Page 7 – added incident logs posted on page. 

(4) Also added updated percentages based on exact # of releases and maintenance windows as an FYI.

(5) Actual incident log – will put switchovers and failovers on that.  Will do a test run.  If you want to add columns or rows showing which dates and switch/failovers. In Oct caused no outage, so wouldn’t be a row. We can add one or attach to nearest incident.

(6) Jim – no substantive changes.  We’re going to undergo effort to try to combine with retail SLA. Don’t need to request formal change. Will discuss in Other Business for next meeting. 

(a) CRAIG – ***** SEND OUT WITH UPDATED VERSION.***

(b) Jim – how would that process go (combining SLA docs). *** will run by RMS chair. 

(i) Annette: Some items postponed due to nodal coming – 1/1/09. itest frozen, etc..  since we don’t have a new date for nodal yet and might be a while, any indication based on projects here or ERCOT SIRs, what can be done, what categories can and cannot be done as a general statement?  I’m not sure that this has been brought up. What is “no use talking about”?  what parts can/can’t be changed due to Nodal???

1. TREY – will come up with list ***ACTION ITEM**  

2. Jim – need to look at Nodal extracts. Some comments from COPS meeting 2 months ago of what was being done from those not engaged. 

3. Heddie - Need to add topic to that discussion – timelines, delivery of extracts (due to DAM) 

4. Jim – need to draft NPRR for this due to delay til 2010/2011. 

5. Heddie – we have people concerned with settlement language. Need to take up next year to ensure explicit wording that you do not file dispute within 10 days of receipt of statement that you cannot file.  Wording is implicit.

6. Jim – that is strategy for first of next year. Get timeline for nodal and start reeducation about extract/report/settlement processes.  Maybe things can be added into scope and can be addressed before go-live period – at least tee-up.  Also make sure that previous efforts aren’t wasted.  Good effort with Jackie and her team. Need to advertise so more people call in to see what is being developed.

5. EILS – Mandy 
a. EILS Option 1
i. Will provide with language enabling EILS settlement 2 times – 1st using final and 2nd using true up for every day in contract period.  What you would see is similar to last time – run with final load, tie to initial statement, once have true-up will run settlement using true-up load and tie to another Op Day’s initial settlement.
b. EILS option 2
i. In line with current protocols.  Clearly uses final load.  One-time settlement using final load data only. 
c. In both made minor modifications. Anything related to timing of putting info on statement into section 9. Easier to keep in one section. If we can as a group figure out intent to go to 1 or 2 time settlement, then we can go into details.
i. Jim – from COPS, was informed that preference is for using final and true-up load. 
ii. Group consensus
iii. Mandy – from ERCOT, more work but not significant enough to push back.
iv. Jim – around dispute language, there has to be opening for dispute. By identifying using final and true-up load, doing a 2 step process rather than 3 step, I think that is encouraging. That is where most disputes would come from if we did nothing. People would dispute based on current language. If only difference is once or twice – is there anyone that would want a 1 time only option?
(1) No response.
v. Annette – I compared 2 options – on option 1, whether in section 9.5.5 that #2 where says “ERCOT shall resettle each etc…  on initial settlement statement posted…  wasn’t sure if that was supposed to say something different. It mirrors first statement.
(1) Mandy – the 1st says on 10th day after posted final for last day of contract period, that is where we do final settlement for EILS. 10 days after true-up is posted…  the “initial” is awkward.  That part is not addressed in either option. Still given timeline where calculated and we are saying which statement we are putting it on.
d. GROUP MADE EDITS.
i. Mandy - Lee stated that whatever option is chosen in SDAWG, he wants a PRR with # associated with it. 
(1) Paragraph 2 struck due to possible contradictions. Putting in section 9.
(2) Mandy – 2% error not considered with these options. Chad was specific regarding this. Might want to add 2% verbiage. 
(3) Heddie – still manual process. 
(4) Mandy – would have to send market notice out stating what operating days statement would be “tagged to”.  Then it’s tricky – what load was being used?  Last iteration would contain all delta.  If did resettlement in between would have to draw line of which settlement day to use.  Would be too messy. 
(5) Jim – what we have is a guaranteed process that what we are using is final settled load – same we’re closing books on.  Only caveat is disputed true-up, but minimal risk of error in calculations.
(6) Annette – how many days for true up?
(7) Mandy – 180 – 6 months later.
(8) Annette – if true-up is 6 months later, the EILS statement is a 4 month period, do you have final settlement for last operating day of the 4 month period?
(9) Jim – yes. For final load it gave ERCOT 70 days. Intent was to ask ERCOT to use most recent load, but never stated in protocol. Given that amount of time, when get to true-up where contract charge shows up, already talking many days + contract period. No possibility that wouldn’t have true-up load. One point to clarify -  this will lead to PRR and NPRR>
(10) Mandy – yes – lee commented PRR as well. I want to sit back with NPRR but might consider alternative options for implementing forj Nodal.
(11) Heddie – charge instatement so loads every time load is run?
(12) Mandy – need to talk with Paul Wattles, his group provides the input data for us and I am not sure on timing of getting all of the data inputs.  We haven’t done that sort of an analysis (for Nodal) yet
e. Discussed blackstart, performance factors and 6 week period.  

i. Mandy – when get NPRR and impact analysis, if we say want system change, we provide the appropriate impact. Goes to change control board, etc. manual vs. automated – in nodal, do you want on daily basis or not.

ii. Heddie – manual usually leads to more problems (Jim agrees).

iii. paragraph 4 – moved to section 9

f. 9.5.5 – went over edits

i. Paragraph 1

(1) Disputes – when put in EILS contract settlement – no miscellaneous or EILS charge type

(2) Patrick – quick SIR – add EILS charge type

(3) Mandy – concur ***ACTION ITEM

(4) Jim - Add misc debit/credit to dispute tool – EILS/misc debit or credit.

(5) ACTION ITEM – ERCOT NEEDS TO REVIEW – MANDY/PATRICK********

(6) Jim – if I dispute next contract period, you won’t ignore dispute. 

(7) Mandy – can be added prior to mid-December? 

(8) Patrick – the sooner the better.

(9) Jack Brown – concur = this is helping a lot. 

g. Paragraph 2

i. Made minor edits adding EILS.

ii. Jack – 2% statement – typically if you put up initial stuff for operating day, someone would notice it. When you come up with settlement using final data most of the 2% issues will resolve themselves.

iii. GROUP OK’d document

iv. Jim – will submit for formal #

v. Sonja – send to revision request mailbox. I will review with Mandy and Jim. 

vi. Mandy – we need to specify consumer impact prior to the proto change going to to the board – any comment on consumer impact?

(1) Jim – more accurate allocation of EILS cost to entities representing load, if any, passed on to consumer. 

6. REC Extract discussion – Patrick/Annette:

a. Annette – this is confusing at best to determine what the name of the locations are because the substations or points are not what the tdsp calls the location. In the form it goes to an ERCOT mailbox which is actually legal, which has to review these to determine whether the requesting entity should receive info. The falldown has been in the communication of knowing where the request is during the process.  I spoke with Patrick before meeting and we sent in request and transmission planning – has to come from official rep of tdsp. Sent to address (craig – get from Patrick) – there is nothing in the from to indicate SLA, granted/not granted, etc.  Since it goes from legal to another group (planning, etc) and eventually from there to the identifier, it then goes to group that puts in extract that is scheduled daily. There are a # of handoff points and no way for us to know where it is in that path. When we do receive extract, the id’s don’t look like tdsp id’s, we don’t know if the identifier matches the request we have. It is a communication item and we thought we were missing data before and had problems with our internal process. ERCOT helped up resolve that, but the communication aspect is what I brought to Patrick  and David Hanks to discuss.  Is there something we can have in the form that after X days, we will contact primary contact saying yes/no, we agree/don’t agree. Those are put through.

i. Carlos – name of the form is TDSP Planning and Operations Meter Data Request Form.

ii. Patrick – made for PRR 708.

iii. Annette – Carlos – have I represented clearly?

(1) Carlos – yes – issue is feedback granted/denied/questions/issues/etc.  when data is included we would like to know what the id is of the resource or ESIID so we can cross-reference.

(2) Annette – and date that will appear on extract.

(3) Patrick – mainly communication piece. We have talked it over and would like to have data aggregation team open it up where the form is received by TDSP account manager before going to legal. Because it’s not easy to map the requested point with the network bus/station name (difficult on ERCOT side), work with tdsp through AM to get station name.  Contact name will be on the form. May have to go back and forth. Once station identified, we will proceed submitting to legal. That way is done in advance, eliminating guesswork in planning.  According to section 12, they are party responsible and needs for planning/operations. Once approved data agg will institute, we will markup form (from Jackie Ashbaugh’s group – with date extract will have new point), will get report with all needed info.   Will work with Wholesale Account Manager to get this submitted.

(a) ***ACTION ITEM – WORK ON FORM WITH RECOMMENDATIONS – PATRICK WORK ON THEN CIRCULATE.

7. Jim – mismatch item 
a. Only received 1 example from Lee Starr. May be situations where folks do not want to provide example due to confidentiality.  Would like to address next meeting. ********ACTION ITEM – ADD TO AGENDA FOR NEXT MEETING****
8. Other Business

a. Next Meeting – light agenda – after 1st of year.  Will talk to Lee Starr about that and see if he wants to be on hold or wait til January. Want to start 1st of year hitting nodal effort with extracts/settlements. As timelines become available, will get to more detail to expect deliveries, settlement examples, what to expect with testing. Hope is that as schedule becomes known and things take shape that there will be some things we can review. 1st thing to target is refresher on extracts, progress made by ERCOT, high level discussion of look/feel (what is included and not included) 
i. [JACKIE].  Will reach out to MPs who have not had opportunity to review.  MP systems should be in process of development. Once PRR is out there, will encourage review. 

ii. 3rd Monday of month tentatively.

b. Heddie – during Ike, when Houston went to 999, lodestar did not handle well.

i. 
Heddie – dispute has been entered.  We do have negative prices at times – what caused it?

ii. Mandy – will check with zonal team regarding system issue ***ACTION ITEM – EMAIL OFFLINE – HEDDIE***  OOMC GENERIC DID NOT CALCULATE CORRECTLY.


	Action Items / Next Steps:

	1. Trey – Stabilization – Follow up why range is so high. Possible that when originally budgeted, was estimated budget
2. Craig – get SIR list from Trey – email and post
a. Trey is checking to see if can be released publicly
i. Needs to be categorized as can/cannot be done due to Nodal

3. Trey – check to see if SIRs will be tested in same environment (question from Heddie)

4. Trey – Threading issue – check with Christian Brennan regarding issue in April of 07. 

5. Trey – Send SLA Schedule to Craig for posting

a. Craig – Post document on meeting calendar

6. Mandy – check with Paul Wattles regarding charge in statement so loads every time load is run
7. Patrick/Mandy – quick SIR – add EILS charge type

a. Review adding miscellaneous debit/credit to dispute tools – EILS/Misc Debit or Credit

8. Unknown party – send EILS changes with formal revision request to revision request mailbox
a. Review with Mandy and Jim Galvin

9. Craig – get address/information from Patrick regarding transmission planning process for REC extract request
10. Patrick – work on REC Extract Request form for circulation

a. Craig – circulate once Patrick has provided copy

11. Jim – add Mismatch discussion to next meeting’s agenda (regarding MP-provided examples)
12. Mandy – email Heddie regarding Zonal system issue – MC Generic did not calculate correctly

13. Craig – Set up DEWG/SDAWG meetings for 2009 – 3rd Monday of each month

a. DONE


�craig - i'm not sure that I said that because at the time i didn't know what the issues was





