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	PROGRAM STATUS

	Health Indicators

	Overall

Red

Resources

Amber

Schedule

Red
Risks

Amber

Budget

Red
Issues

Amber

Scope

Amber

QC

Red



	Highlights

	Defect update

The number of severity 1 and 2 active defects has remained relatively constant. The number of severity 3 active defects has increased by only 5% over the last 60 days; however we expect a significant increase as more components enter i-Test. The defect turnaround time for all vendors has risen in the last 3 months.
Staffing update

Nodal staffing changes: See Appendix for link to org chart
· Adjusted nodal organization to reflect reassignments of work for EDS, ERT and INT to Matt Mereness, Murray Nixon and Mike Bianco.
Staffing Trends
See Appendix


Budget

Actual spend through Sept. 2008 is $299.3 million. Budgeted spend was $290.8 million, causing a variance of $(8.5) million

	Milestones Planned for Next 30 Days

	See individual projects

	Activities Behind Schedule

	· Nodal business process work is not as far along as originally thought; currently in process of developing the project schedule – Nodal PM assigned, Murray Nixon, who is determining scope, developing a budget, and staffing the team.  This will be removed after this week.
· Information Life Cycle Management (ILM) strategy for ERCOT has not been developed.  This could likely impact nodal go-live date if this is not in place in time to accommodate the data needs for Nodal.  Meeting scheduled on Oct. 15 to better understand needs and impact.  ERCOT is meeting to assign a PM and possibly develop an RFP for this work.  The PMO will continue to monitor progress to ensure that there is no impact.  This will be removed after this week.
· No tasks on the program critical path are behind schedule this week.

	Risks or Issues 

	Description
	Status

	(Risk: Oct. 17)  ILM strategy for ERCOT is behind schedule.  Without this in place and executed, the nodal program go-live date could be delayed because of insufficient storage.
	Need to assign a PM to manage this project, working closely with the business owners and IT.  (See above – will be removed after this week)

	(Risk: Oct. 17)  Nodal business process work is incomplete.  Without the business process foundation in place, requirements traceability, functional testing, nodal procedures, and training work cannot be completed.
	Murray Nixon has been assigned as the PM to lead this effort.  Staffing needs and an associated budget have been developed.  Development of a project schedule is in progress.  (See above – will be removed after this week)

	Traceability between protocols and requirements is largely manual; not all requirements documentation has been updated to reflect NPRR changes and re-approved by TPTF
	Requirements review in process to review all project requirements documentation, approvals, incorporation of NPRRs; presented findings to TPTF on Oct. 27; ERCOT will schedule project-level documentation reviews with TPTF for comments and approval


	CORE NODAL PROJECTS


	Network Model Management System (NMMS)


	Health Indicators

	Overall

Red

Resources

Green

Schedule

Red

Risks

Green

Budget

Red

Issues

Green

Scope

Red

QC

Amber



	Highlights

	· NMMS Validation Rules Set 1 Implemented and Error Resolved

· Implemented final business into RARF Audit Reporting process

· Developed Zonal Seed Model Checklist

· Established NMMS Data Quality Assurance process; developing task sheets for each major model component

· Finalized MP10 database  (resource mapping to resource nodes and resource mapping to EPS meter) for incorporation into the Nodal model following zonal seed

	Milestones Planned for Next 30 Days

	· Nov 13 ­ 90% Quality Achieved for RARF Data

	Activities Behind Schedule

	None

	Top 3-5 Risks or Issues 

	Description
	Status

	(Oct. 23) Two Loads Acting As Resources (LAARs) have not submitted RARFs, but are in the zonal model and therefore are not modeled in the nodal model
	Client services has contacted both market participants and working with them to submit their RARFs. Meetings on conducted on Oct. 28 to step through RARF data submittal process

	(Aug. 1) Topology Processor performance is not acceptable to CRR business owner
	Oct. 28 test resulted in process time at ERCOT of 36 minutes and processing time of 38 minutes at Siemens.  (CRR business needs are 30 minutes). Differences in output log are being analyzed by Siemens. 


	Remaining Software Releases (Siemens)

	Release Number
	Description
	FAT Start
	FAT Complete

	
	
	Sched 
	Actual 
	Sched
	Actual

	NMMS 5
	Production Model to support business processes

Auto Model Scheduler integration

MIS posting folder structure

Historical models and historical NOMCR tracking

Project Tracking Coordinator (PTC) screens to support Planning Model Change Request (PMCR) linkage

Canned reports (8)
	Oct 06 08
	Oct 17 08
	
	

	NMMS 6
	PTC screens and functionality for Model Coordinator screens

Outage clarification

Name service redesign

As Built report
	Jan 09 09
	
	
	

	NMMS 7
	Auto Model Scheduler validation 
	Mar 20 09
	
	
	


	Energy Management System (EMS)


	Health Indicators

	Overall

Red

Resources

Green

Schedule

Red

Risks

Green

Budget
Red

Issues

Amber
Scope

Amber

QC

Amber



	Highlights

	· CIM Importer Functional Acceptance Test (FAT) on data model 1.20 is in progress and it is on schedule to complete earlier than Nov. 17

· Continue with FAT for the Outage Evaluation (OE), Voltage Support (VSS), Interfaces, Displays, etc.  
· CCB approved the change requests for Market Analyst Interface (listed as risk by Operations) and EPS meters.  The change request for the CRR Map is still in progress.

	Milestones Planned for Next 30 Days

	Nov 17 –EMS CIM Importer FAT completed (aggressive internal team target is Oct. 31 and it may exit FAT early next week)
Nov 14 –EMS FAT Release 5.1.5.x (EMS 5 OE/VSS) completed

	Activities Behind Schedule

	EMS Release 5.1.5.x  (FAT release for Outage Evaluation,  voltage support, interfaces, etc.) has slipped with the late closure of severity 1 defects and the need to rerun the full test suite with the goal to finish by Nov. 14

	Top 3-5 Risks or Issues 

	Description
	Status

	(Issue: Oct. 20) EMS CIM Importer Performance
	The time to complete the business process to import a new model is longer than expected.  Project team is working with the vendor to improve the through-put time.  Plan to retest performance as part of a future FAT for the EMS CIM Importer on data model 1.21


	Remaining Software Releases (AREVA/ERCOT)

	Release Number
	Description
	FAT Start
	FAT Complete

	
	
	Sched 
	Actual 
	Sched
	Actual

	5.1.5.x
	· Outage Evaluation functionality permits the Outage Scheduler to evaluate the impact of a requested outage

· Voltage support function permits the operators to address voltages issues and recommend corrective action

· Interfaces to MMS, CSI, EDW and CDR
	July 29 08
	July 29 08
	Nov 14 08
	

	5.1.6.x
	Habitat 5.7 upgrade from beta to the release version
	Nov 24 08 
	
	Dec 12 08 
	

	5.1.7.x
	EMS CIM XML importer which receives data, model and configuration changes from the central master data source (NMMS) and updates the EMS applications databases
	Oct 13 08
	Oct 14 08
	Nov 17 08
	


	Market Management System (MMS)


	Health Indicators

	Overall

Red

Resources

Green
Schedule

Red

Risks

Amber

Budget

Red

Issues

Green

Scope

Amber

QC

Amber



	Highlights

	· MMS4 patch 4 FAT testing completed on schedule

· Real time process presented to TPTF on schedule

· Market Manager - Bids and Offers front-end/back-end development in progress
· Market Manager - All “query” front-end development work in progress

· Market Manager - Resource-Specific Submissions front-end development in progress

· All approved post baseline 2 changes have been addressed with the vendor and included in the new MMS schedule; 
· MMS synced with OS 

	Milestones Planned for Next 30 Days

	Nov. 04 – Market Manager Bids and Offers migrated to FAT/i-Test
Nov. 05 – Four internal development activities (e.g., eTAG, DB procedures, MI indexes) completed

Nov. 12 – RUC operating procedures v1 procedure completed (moved from Oct. 31 to Dec. 15 to Nov. 12 per TPTF direction)
Nov. 18 – Bids & offers FAT completed

Nov. 21 – MMS4 patch 6 delivered by ABB 

Nov. 24 – Adjustment period v1 procedure completed

Nov. 25 – MMS4 patch 5 FAT completed 

Nov. 25 – Resource Specific Submissions released to FAT/i-Test (smoke test)

	Activities Behind Schedule

	None

	Top 3-5 Risks or Issues 

	Description
	Status

	(Risk: Oct. 17) Availability of EIP web services for the new MMS market manager user interface (MM UI)
	V1.17 of the EIP web services specification for the MMS UI is targeted for i-Test release in mid-December.  Testing of the Market Manager for bids and offers, resource specific submissions, schedules and self-arranged AS will be delayed until the web services is made available in the i-Test environment.

	
	


	Remaining MMS Software Releases (ABB delivered)

	Release Number
	Description
	FAT Start
	FAT Complete

	
	
	Sched
	Actual
	Sched
	Actual

	MMS4 P3


	· Self-committed resources in DAM; resource parameters API

· Load Resource modeling (SIG005); Private Use Networks modeling (SIG002); Non-Modeled generation modeling (SIG008); Block Load Transfer modeling (SIG007); Partial implementation of combined cycle configuration modeling mapping of configuration to Primary/Alternate Physical generators (SIG paper)

· Combined Cycle logical resource nodes (ERCOT action)

· Verification of monitor/enforced flag for all branches in CIM schema (mandatory requirement)

· 120+ bug fixes
	Jul 28 08
	Jul 28 08
	Sep 29 08
	Sep 29 08

	MMS4 P 4


	· Partial implementation of NPRR102, NPRR128 and JBOSS upgrade

· Bug fixes
	Aug 31 08
	Aug 27 08
	Oct 28 08
	Oct 28 08

	MMS4 P 5
	· Delivery added to ensure progress is made while waiting for validated and synchronized CIM XML file from NMMS

· S&B defects, interface updates and additional workflow development and testing based on the most recent CIM schema and corresponding CIM XML test data set
	Sep 30 08
	Sep 30 08
	Nov 25 08
	

	MMS4 P6
	Content is being discussed with vendor
	Nov 14 08

Nov 21 08


	
	Jan 06 09

Jan 13 09


	

	MMS4 P7
	Last scheduled release to MMS4;  Content  is being discussed with vendor
	Jan 06 09

Jan 09 09


	
	Feb 17 09

Feb 20 09


	

	MMS5
	· Last scheduled release of functionality, target delivery to ERCOT is TBD; triggered off an NMMS-delivered validated and synchronized CIM XML file ready for consumption by downstream systems

· CIM XML import processing and end-to-end testing 

· Bug fixes

· Remaining NPRR as approved (e.g., NPRR102, NPRR113), SIG paper changes (e.g., rounding) and software implementation changes based on testing (e.g., performance improvements, startup cost eligibility, SASM constraint modeling)
	
	
	
	

	Remaining MMS “Market Manager” UI (MMS MM UI) Software Releases (ERCOT delivered) 

	Release Number
	Description
	FAT Start
	FAT Complete

	
	
	Sched
	Actual
	Sched
	Actual

	MMS MM UI
	Bids and offers FAT
	Nov 05 08
	
	Nov 18 08
	

	MMS MM UI
	Resource specific submissions FAT
	Dec 01 08
	
	Dec 12 08
	

	MMS MM UI
	Schedules FAT
	Dec 11 08
	
	Jan 07 09
	

	MMS MM UI
	Self-arranged AS FAT
	Dec 18 08
	
	Jan 14 09
	

	MMS MM UI
	Trades FAT
	Jan 19 09
	
	Jan 30 09
	

	MMS MM UI
	Awards FAT
	Jan 27 09
	
	Feb 09 09
	

	MMS MM UI
	Notices FAT
	Feb 04 09
	
	Feb 17 09
	

	MMS MM UI
	Verbal dispatch instructions (VDI) FAT
	Feb 17 09
	
	Mar 02 09
	


	Outage Scheduler (OS)


	Health Indicators

	Overall

Red

Resources

Green

Schedule

Red
Risks

Amber

Budget

Red
Issues

Amber

Scope

Green

QC

Red



	Highlights

	· OS FAT/Regression test continues (91% complete overall, 74% pass rating, 0 sev. 1’s, 25 sev. 2’s)

· OSUI Opportunity Outage (Transmission/Resource) in progress 

· Registration and equipment list synced with MMS
· Transition for new PM in progress.

	Milestones Planned for Next 30 Days

	Nov. 4 – OS 2.0.13.0 FAT/regression test completed
Nov. 4 – OS source environment delivered for EDW replication  
Nov. 21 – OS 2.1.0.0 patch received from ABB delayed from Nov. 19  (Due to ABB’s decision to bundle with MMS release)
Nov. 25 – OSUI Opportunity Outages development and migration to FAT/i-Test completed

	Activities Behind Schedule

	None

	Top 3-5 Risks or Issues 

	Description
	Status

	(Risk: Oct. 3) Core OS 
	Market is issuing request to allow RE/QSE to submit outages against transmission equipment they own.   A draft SCR is being issued to TPTF for review.  Will alert vendor of a potential change once the SCR has been reviewed and approved by TPTF.

	(Risk: Oct. 17) availability of EIP web services for the new OS user interface (OS UI)
	V1.17 of the EIP web services specification for the OS UI is targeted for i-Test release in mid-December.  Testing of the Outage Scheduler for transmission and resource outage submissions, queries and other features will be delayed until the web services is made available in the i-Test environment.


	Remaining Software Releases (ABB/Internal)

	Release Number
	Description
	FAT Start
	FAT Complete

	
	
	Sched
	Actual
	Sched
	Actual

	2.0.13.0
	OS Full FAT regression test 
	Aug 08 08
	Aug 05 08
	Nov 04 08
	

	2.1.0.0
	OS FAT/Regression Installation and Test
	Nov 19 08
Nov 21 08
	
	Jan 08 09
Jan 09 09
	

	OS User Interface

	
	Base UI Testing
	Dec 01 08
	
	Jan 09 09
	

	
	· OS Feature Pack 1 

· Group Outages

· Opportunity Outages

·  Warnings
	Jan 19 09
	
	Feb 18 09
	

	
	· OS Feature Pack 2 

· Summary Enhancements

· Copy/Print/Export

· Split Screen

· Client-side Validation
	Feb 27 09
	
	Mar 19 09
	


	Congestion Revenue Rights (CRR)


	Health Indicators

	Overall

Red

Resources

Green

Schedule

Red

Risks

Green

Budget

Red

Issues

Green

Scope

Green

QC

Amber



	Highlights

	· Continued testing/analysis in CRR staging tables and Nexant code.  Four new defects found.

· Met with EIP and MMS re: MCFRI allocation in DAM

· CMM End-to-End Business Process meeting – CRR and Credit

· TCR to CRR Transition Plan presented to TPTF

· NPRR 154 passed on to MMS

· Updated CRR project documentation as required, and revised Nexant MUI Download Mapping Document 

· Met with Settlements to discuss the updates needed to settlements calculation for refunding TCR/PCRs upon Texas Nodal implementation.

· Continued working on getting NOIEs ready for 2009 PCR allocation

· Continued work on getting non-certified CRR AH certified

· Revisited contractor needs for 2009

· Reviewed completion of VIO updates on DEV environment and verified that application is now working with proxy/policy configuration

	Milestones Planned for Next 30 Days

	Nov 6 –TAC approval for TCR to CRR Transition plan received

Nov. 20 –CRR4 (at ERCOT) sign-off completed

Nov. 21 – CRR4 Preparation for Migration to i-Test completed

	Activities Behind Schedule

	TAC approval for the TCR to CRR Transition Plan will not occur on Nov. 6 based on comments received at the Oct. 28 TPTF meeting.

	Top 3-5 Risks or Issues 

	Description
	Status

	
	

	
	

	
	


	Remaining Software Releases (Nexant)

	Release Number
	Description
	FAT Start
	FAT Complete

	
	
	Sched 
	Actual 
	Sched
	Actual

	1.07
	Patch for identified defects in release 1.06
	Oct 31 08
	
	
	


	Commercial Systems (COMS)


	Health Indicators

	Overall

Red
Resources

Amber

Schedule

Red

Risks

Green

Budget

Red

Issues

Green

Scope

Amber

QC

Amber



	Highlights

	S&B

· Completed FAT Testing – All Core Lodestar Settlements and Billing in p-Test.  Ready for migration to IR3

· Completed FAT Testing - Data Aggregation in p-Test.  Ready for migration to IR3
CSI and CMM

· CSI 5.4 ­ (NMMS, S/B Determinants) Ready for connectivity testing in IR3
· CSI 6.1 ­ (CMM Interfaces) Ready for connectivity testing in IR3
Registration

· REG4 ­ Dispute2 FAT = 86%, INT = 53%, Regression = 8%

CMM

· Oct. 24 ­ Release 4.1 Credit Scoring Training Demo Complete Internally

	Milestones Planned for Next 30 Days

	CSI S&B

Oct 27 ­ FAT Testing - Statements and Invoices p-Test (FAT) completed

Oct 27 – Settlements and Billing ”Initial” Build p-Test (FAT) completed 
Oct 31 – S&B i-Test Environment Setup completed

Oct 31 – Settlements and Billing Environment Setup completed
Oct 31 – Settlements and Billing Migration Preparation completed (Initial S&B 5)

Oct 31 – Data Aggregation i-Test Environment Setup completed

Oct 31 – Appworx Migration Preparation completed (Appworx 1)
Nov 10 – Settlement and Billing p-Test (FAT) completed (Final Build to i-Test) 

Nov 19 – Data Aggregation p-Test (FAT) completed

CMM

Oct 31 – CMM Requirement Details(Use Cases, technical specifications) Approved Internally
Nov 11 – “As Built” Design for CMM Release 4.1 (Custom Management) Approved Internally

	Activities Behind Schedule

	Settlements and Billing p-Test (FAT) completed (Final Build to i-Test)
· This date is changing from Oct. 27 to Nov. 10 to accommodate ongoing FAT testing with additional data, however it does not impact the overall schedule because S&B has been approved for release to i-Test and will run in parallel with IR3
Data Aggregation p-Test (FAT) completed (Final Build to i-Test)
· Baselined date of Nov. 19 is changing to Dec. 19. Need to verify 15 day baseline runs which require more manual work than previously planned and require business validation tool updates.  This does not impact the schedule as Data Aggregation has been approved for release to i-Test and will run in parallel with IR3.

	Top 3-5 Risks or Issues For COMS

	Description
	Status

	(Risk: Aug. 1)  Data synchronization for integrated testing
	Defined business objectives for executing IR3.0 and assessed data synchronization approach.  Data czar to work with INT team to define baseline data in the IR bucket list.

	(Issue: Aug. 1) Data requirements expectations issues encountered during testing integrated interfaces from Registration
	Ongoing meetings with teams representing other systems. Documenting differences and adding to list for change requests with estimates for impact assessment.


	Remaining Software Releases (Internal)

	Release Number
	Description
	i-Test Start
	i-Test Complete

	
	
	Sched 
	Actual 
	Sched
	Actual

	Registration Phase 4 / Disputes Phase 2
	· COMS REG 4/DISP 2: Calendar for Dispute Calculations

· COMS REG 4/DISP 2: Bulk Upload process for RE/JOU creation

· COMS REG 4/DISP 2: Deferred Phase 1, Phase 2, Phase 3 – High severity defects

· COMS REG 4/DISP 2: Invoice Disputes

· COMS REG 4/DISP 2: Siebel Interface for Dispute API Integration 

· COMS REG 4/DISP 2: Siebel To Lodestar (Reg( SNB) interface replacement.
	Aug 27 08
	Aug 27 08
	Dec 06 08
	

	Registration Phase 5 / Disputes Phase 3
	· COMS REG 5/DISP 3: Siebel Refactoring Changes for MMS Integration

· COMS REG 5/DISP 3:  Siebel Refactoring Changes for MPIM Role Configuration for Disputes API

· COMS REG 5/DISP 3: Siebel Refactoring Changes for Integration-FINAL delivery phase of Registration

· COMS REG 5/DISP 3: Changes to Push Contacts to MPIM from Siebel (no more dual entry)

· COMS REG 5/DISP 3: Additional Refactoring Change needs for Integration with Synch Systems - Defects for Rework

· COMS REG 5/DISP 3: Submit Refactoring Business Requirements Document for Approval
	Jan 21 09
	
	Feb 17 09
	

	S/B Core
	· Lodestar Bundle for Settlement and Invoicing of DAM, RTM, RUC 
	Oct 31 08
	
	Dec 10 08
	

	Data Agg Core
	· Lodestar Bundle for Data Aggregation Re-Write (Initial)
	Oct 31 08
	
	Dec 10 08
	

	Appworx
	· Appworx Bundle for Nodal and Zonal Optimization
	Oct 31 08
	
	
	

	CSI5.4
	· MMS4, Outbound Interfaces
	Oct 17 08
	
	
	

	CSI5.5
	· MMS5 Initial, Remaining Determinants
	Dec 19 08
	
	
	

	CSI6.1
	· CMM – DAM, RTM, Determinants
	Oct 17 08
	
	
	

	CSI6.3
	· CMM – CRR UDAA, Remaining Determinants, CMM Loaders
	Dec 19 08
	
	
	

	CSI7.0
	· S&B/CMM Long Day-Short Day
	Mar 26 09
	
	
	

	S/B Source Reports
	· CODIA, S&B, WCS, Data Agg Reports from Source Systems (Lodestar and Siebel)
	Feb 17 09
	
	
	

	CMM4.1
	· CMM - 4.1 External Reports

· CMM - 4.1 Credit Exposure Component Adjustment

· CMM - 4.1 Credit Scoring

· CMM - 4.1 ACL Screen and Adjustment

· CMM - 4.1 Bilateral Trade
	Dec 04 08
	
	
	

	CMM4.2
	· CMM - 4.2 Bug Fixes

· CMM - 4.2 Run Exposure Calc

· CMM - 4.2 Request Collateral
	Feb 04 09
	
	
	

	CMM4.3
	· Bug Fix 
	Mar 04 09
	
	
	

	FTGUI
	· Internal Financial Transfer GUI
	
	
	
	


	Early Delivery Systems (EDS)


	Health Indicators

	Overall

Red

Resources

Amber
Schedule

Red

Risks

Amber
Budget

Red

Issues

Amber
Scope

Green
QC

N/A



	Highlights

	Focus Input Testing (FIT) this week reflected the importance of continuing ERCOT and market telemetry testing and support.  After a 6-week break from FIT activities, there was decay in the quality of telemetry data and performance of the State Estimator (final numbers still being compiled).  The next FIT iteration is scheduled for Nov 4-6, 2008.

Ongoing status is summarized below:

· Wind generation resources (WGRs) sending 65% valid meteorological data (vs. 30% 4 weeks ago).  Still targeting to be at 100% by Oct. 31.

· Unobservable buses with Load: 21 out of ~5000 (vs. 41 three weeks ago).  

· QSE ICCP Point Issues –  Status Points: 4 (vs. 91 last month), Analog: 52 (vs. 71 last month), Ownership disputes: 0 (vs. 170 last month)

· TSP ICCP Issues –  Status Points: 528 (vs. 1,208 last month), Analog: 454 (vs. 986 last month), Ownership disputes: 0 (vs. 274 last month)

	Milestones Planned for Next 30 Days

	· Oct. 31 – FIT results published

· Nov. 2 – FIT Cycle 2 began (ongoing activity through Jan 23, 2009)

· Nov. 5 – Measurement of MP21- Wind Meteorological telemetry began
· Dec. 1 – Nodal implementation of the System Operations Test Environment (SOTE), which is part of the Market Operation (MOTE) project, completed.

	Activities Behind Schedule

	· No current activities behind schedule that potentially impact the critical path of the new schedule.

· Telemetry and State Estimator activities below being worked in coordination with ongoing FIT testing:

· Resolution of unobservable buses 

· Meeting TAC-approved State Estimator criteria

· Status of meteorological telemetry data to support AWS TrueWind forecasting  

	Top 3-5 Risks or Issues 

	Description
	Status

	(Risk: Oct. 10) Inability to keep MPs engaged in FIT after integrated master schedule is released. This would adversely impact improvements made in telemetry and state estimator.
	Escalating issue- at least one MP looking to discontinue EDS testing support.  

	
	

	
	


	OTHER PROJECT UPDATES


	Systems Integration


	Health Indicators

	Overall

Red

Resources 

Red

Schedule

Red

Risks

Green

Budget

Red

Issues 

Amber

Scope

Green

Quality Control 

Amber



	Highlights

	Overall

· Announced new Systems Integration Team structure this week.  Team Management transitions underway.

· Working on updating the Integrated Release Plan (Bucket List) against the new Nodal schedule baseline.  

· IR 3 deployments and testing are on track.  All EIP interfaces have been deployed on schedule for IR 3.

· IR 4 test plan and test case development is underway and on track.

Integrated Release 3
Interface Readiness

Int Test Plng
(Next Level)

Integration Test Execution

Comments

Interfaces

Dplyd i-Test

Test Cases

Test Scrpts

L1

L2

L3

L4

L5

MP to MMS (EWS1.16)

(
(
(
(
(
(
(
 

Resource skill set limitation; working with MMS Team to complete.

Platts to MMS

(
(
(
(
(
(
 

 

 

CRR to MMS

(
(
(
(
(
 

 

 

CMM to MMS

(
(
(
(
(
 

 

 

Reg to MMS

(
(
(
(
(
 

 

 

Siebel environment build/access issues; expect to resolve by 11/10.

Reg to CMM

(
(
(
(
(
 

 

 

Siebel environment build/access issues; expect to resolve by 11/10.

Reg to CRR

(
(
(
(
(
 

 

 

Siebel environment build/access issues; expect to resolve by 11/10.

REG to S&B 

(
(
(
(
(
(
(
 

 

CMM to CRR (ACL)

(
(
(
(
(
 

 

 

 

CRR to CMM (ACL)

(
(
(
(
(
 

 

 

 

CMM to CRR (BT)

(
(
(
(
(
 

 

 

 

CRR to CMM (BT)

(
(
(
(
(
 

 

 

 

S&B to MMS (CF)

(
(
(
(
(
 

 

 

 

S&B to MMS (LRS)

(
(
(
(
(
 

 

 

 

S&B to MMS (VC)

(
(
(
(
(
 

 

 

 

S&B to MMS (RMR)

(
(
(
(
(
 

 

 

 

MMS to CSI5.4 (only)

(
(
(
(
(
 

 

 

 

Deployment into i-Test to start on Nov. 10
 

MP to OS (EWS1.16)

(
(
 

 

 

 

 

Platts to S&B

(
(
 

 

 

 

 

S&B to CRR

(
(
 

 

 

 

 

MP to Reg (EWS1.16)

(
(
 

 

 

 

 

CMM to Reg

(
(
 

 

 

 

 

Legend

(
Completed

(
In progress

(
In jeopardy

Blank white

Not started

Blank grey

Not scheduled for this release

Release 4 EIP and INT Status

Tracking matrix to be finalized next week.
Operational Readiness Test (ORT) Planning (Security, Performance, Failover, Monitoring, DST)

· Operational Readiness scope review planned for ERCOT IT Stakeholders next week.

· Meetings with security architects and project teams to be scheduled the second week of November for follow up on compliance to ERCOT security requirements. 

· Application-level monitoring template in process.  Plan to circulate to the project teams for review and completion next week. 

· Working on aligning ORT milestones with integrated schedule. 

· Working through non-functional requirement review and gap analysis.  Plan to complete next week.

	Milestones Planned for Next 30 Days

	· Dec. 1 ­ IR 3 completed (at risk of slipping due to product release dates on new schedule baseline).

· Dec. 1 ­ IR 4 deployments started (at risk of slipping due to product release dates on new schedule baseline).

	Activities Behind Schedule

	Integrated Release 3

· EMS deployment in i-Test (proposing to slip to IR 4)

· Siebel environment build and access issues

Integrated Release 4

· Integration Test Cases and Scripts – resource skill set limitation; reaching out to Project Teams to support Level 3 and 4 test planning.

	Top 3-5 Risks or Issues 

	Description
	Status

	(Risk: Oct. 3)  Integration Release Definition/Bucket List continues to change.

Impact:  Integration Testing Planning, Preparation and Execution are delayed
	Working with PMO to align with Integrated Program Schedule.

Reviews and meetings continue to refine the list.



	(Risk: Sept. 26)  Scope changes, particularly to include business processing within the integration layer

Impact: Creates an unstable architecture and failure of whole system
	Monitoring all change requests for changes such as these and so far all of the business rule implementations have been mapped into the correct systems.

	(Risk: Sept. 26) Integration layer performance is inadequate.
Impact: System fails to function as protocols require. 
	· Regular performance and other non-functional observations being made within the integration layer. 

· Introducing new chunking component to support heterogeneous and large payloads.

· Proofs of Concept produced to verify optimal implementation have been completed for message sizes

· Oct 16: Testing in development environments has shown optimum design parameters but not yet tested in i-Test 

	(Risk: Oct. 17) Non-functional requirements will not be readily available impacting both INT and project resources to establish requirements for the Operational Readiness Testing activities. 
	Working with projects and PMO to define the correct process and evaluation methodology to collect and define traceability for these requirements.


	Remaining Integrated Software Releases (Internal)

	Release Number
	Description
	i-Test Start
	i-Test Complete

	
	
	Sched 
	Actual 
	Sched
	Actual

	IR 3
	Primary objectives:

Run Market Management System daily with key Integration inputs

Initial Market Management System to Lodestar testing
	Oct 13 08
	Oct 09 08
	Dec 01 08
	

	IR 4
	IR4 TC1 – Installation Window
	Dec 01 08
	
	Dec 31 08
	

	
	IR4 TC1 – Testing Window
	Jan 05 09
	
	Feb 06 09
	

	
	IR4 TC2 – Installation Window
	Feb 09 09
	
	Feb 14 09
	

	
	IR4 TC3 – Installation Window
	Feb 16 09
	
	Mar 31 09 
	

	
	IR4 TC2 – Testing Window
	TBD
	
	TBD
	

	
	IR4 TC3 – Testing Window
	TBD
	
	TBD
	

	IR 5
	Details TBD
	
	
	
	


	APPENDIX


Staffing Trends
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Quality Center Dashboard (posted on Nodal website)

http://nodal.ercot.com/readiness/qc/index.html
Nodal Org Chart

http://cpwp004j/sites/pmo/default.aspx
	Health Indicator Measures

	Metric
	Green
	Amber
	Red

	Overall
	Both core indicators are green
	At least one core indicator is amber, but none are red
	At least one core indicator is red

	Schedule
	All activities on the critical path are complete, or are expected to be complete, on or ahead of the planned dates
	No dates have been missed, but one or more critical path activities is forecasted to complete late
	At least one critical path deliverable has missed its due date. Project implementation date is in jeopardy

	Budget (hrs)
	Project forecasted to complete within the baselined hours
	Project forecasted to complete up to 5% over the baselined hours
	Project forecasted to complete more than 5% over the baselined hours

	Scope
	All requirements approved; no unplanned scope changes
	Pending approvals for requirements; no unplanned scope changes
	Unapproved requirements and/or unplanned scope changes

	Resources
	All key resource positions are filled and no schedule delays are expected.
	One or two key positions are not staffed and the schedule may be adversely impacted.
	More than two key positions are not staffed and the schedule will be impacted.

	Risk
	All project risks have a Risk Score =< 4
	At least one project risk has a Risk Score => 5 and =< 8
	At least one project risk has an Risk Score => 9

	Issues
	All issues are being resolved by the required due dates
	Some issues are remaining open past the required due dates but none are of “critical” priority (Impact = 3 or 4)
	At least one “critical” priority issue (Impact = 3 or 4) is open past the due date

	Quality Control
	Defect metrics meet all of the following:

# of Severity 1 = 0

# of Severity 2 = 0

Avg. #. Days to Close Sev 1 and Sev 2 Defects < 45

% Reopen Defects < 15
	Defect metrics meet at least one of the following:

# of Severity 1 = 1 to 5

# of Severity 2 = 1 to 5

Avg. # Days to Close Sev 1 and Sev 2 Defects => 45 and =< 90

% Reopen => 15 and =< 24
	Defect metrics meet at least one of the following:

# of Severity 1 > 5

# of Severity 2 > 5

Avg. # Days to Close Sev 1 and Sev 2 Defects >90

% Reopen >24
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