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	***Items with RED font are actions items and are compiled in the “Action Items” section at end of document***
COPS Summary/results of MP Survey  – James Galvin

· Summary given by Chuck Moore from TAC retreat 

· Summary of items Centerpoint went through

· Response effort/transaction processing

· Ike response was phenomenal

· Items for vote from Comm Ops subgroup and Communications subgroup

· Short description of intent for data agg working group

· Discussions around LPGRR 031 profile decision tree

· Afternoon focused on primarily load settlement and mismatched scheduled

· Will talk about EILS today 

· Work with ERCOT to provide some solution to issues around that discussion. 

· Will summarize prior to discussion

· Update on MP Survey

· Pulled up Item 9 last COPS meeting

· Went over survey spreadsheet

Survey Overview – Jim Galvin

· Provided more thorough understanding of issues
· Communication process regarding extracts
· Issues themselves are sometimes difficult to understand.
· Getting meaning from notices even more complex
· Notices more informative and clear
· Expectation from MP perspective regarding timeliness and accuracy
· Expectations from MP regarding communication
· ERCOT believes understands what is needed and trying to resolve
· Development of SLA
· Still some extract/report problems going forward
· Continue working through with this group to whenever possible come to concrete solutions with reporting matrix/SLA
· Will talk about stabilization efforts
· Settlement Statements (item 2)
· COPS discussed – not a lot can be done between now and nodal to improve this item. 
· Bulky
· Difficult to manage and deal with
· SDAWG work issue with ERCOT and provided examples
· Nodal implementation has better format and examples posted
· Will be more useful
· ERCOT soliciting feedback from market regarding coming formats, what can be learned and applied to design of new statements
· Jim – encouraged with new system that issue will go away
· Dispute Resolution
· Timeliness of how disputes processed
· Consistency in responses
· ERCOT has action plan based on results of survey
· ERCOT will pull additional data to compare statistics regarding consistency
· Response time within 99.5% of protocol
· Will do spot survey for alternative dispute resolution regarding initial dispute process
· This issue has ability to have discussion point for stakeholder working groups.
· Dispute process is tedious, but ERCOT challenges – must follow protocol, so may not get result that MPs request.
· Settlement working group can discuss procedural improvements for settlements moving forward
· Upcoming tools will give better info, but dispute process may need SDAWG action to improve processes.
· TO DO from COPS:
· Review points from survey
· Review matrix posted on last COPS meeting agenda site
· JIM will send out to both Working Groups (ACTION ITEM)
· COPS requests feedback from DEWG/SDAWG
· General or specific
· Submit to COPS or submit to JIM (ACTION ITEM)
· Input is critical
· Lee – anything to add
· Just individual comments –Jim 
· ANNETTE – specific item under communication of particular extract – any deadline – talking about stabilization. Particular extract sending question about. (discuss right after extract issue from trey)***ACTION ITEM - FOLLOW UP NEXT MONTH***
TREY – Incident Summary

· 33 min outage 

· 9/8 – SIP/SHP extracts 

· Incomplete data

· Wholesale skipped MOS_to_be

· 9./21 – Timeliness 

· High volume due to Ike

· Unable to post

· Posted since then

· Initial calculations

· Data 10/15x normal

· Up to 72 hour lag during period

· 10/2 – analysis in progress

· All 3 October issues – did loadstar upgrade

· Problems due to upgrade

· 10/2 – SID and shadow prices extracts posted on thursday – delayed

· Corrected and reposted

· Same with issues on Oct 8 Gen extracts – corrected 10/10

· 10/10 – SID – removed from TML – had missing private interval data files.  

· Not yet corrected

· All 3 from October – root cause not published yet

· Question – Ike Delay – Eric Goff

· Operators ran scenarios in production system – that caused delay. Should have been done differently?

· Trey – that is where current data was so that is why was done.

· Eric – was other data out of date, couple of hours old?

· Trey – will get back on that (ACTION ITEM)

· Jim – October issues – no analysis yet?

· Trey – suspect lodestar – analyzing

· Jim – formatting issue on settlement statement issue item???? Can we talk about?

· Trey – not included as not extract – 

· Jim – 9/30 market notice timestamp for hourly charges incorrect – had 15 min level

· Mandy – that was as were preparing for Lodestar upgrade – had long batch runtimes. Not a result of the lodestar 4.7 upgrade.

· Jim – what root cause?

· Mandy – experienced as part of an effort to shorten batch process, ERCOT settlement batch experiencing long runtimes and there was concern of being able to meet the maintenance window to do the Lodestar 4.7 upgrade. The duration of one of the system processes was greatly reduced (approximately cut in half) by performing a data priming step to one of the Lodestar tables.  The manual data priming step populated 0-value records into a Lodestar table prior to running batch, therefore when Lodestar ran it saw the records and didn’t have to do the inserts (this is where the time savings occurred.)  For the first few days we primed the table with data that had the wrong interval count (e.g., 96 intervals instead of 24.)  This unexpectedly impacted the number of intervals that statements tried to display for charge type data.  This had no impact on the values displayed on the statements – the charge type values were correct they were just displayed with the wrong interval descriptors.   Once the issue was observed we corrected the data that was previously primed and immediately changed the process for data priming going forward; we have not experienced this issue since the correction was made.. 

· Jim – could physically recreate the statements or could not?

· Mandy – decision not to because of the high risk of manual error.The process would require manual changes to all of the impacted xml files. Great concern with manual errors at that level.  Willing to work QSE by QSE basis, but ERCOT had concerns for timeliness and accuracy due to manual changes.

· Jim – any concerns from MPs regarding files capable of being loaded due to format change?

· ERCOT – that is why received question and learned of problem. Willing to work with entities. Will have to check with Client Services (ACTION ITEM)

· Sally – Tenaska- had problem with 2 statements, but didn’t know. We tried several things on our side. Would have appreciated heads’ up so we could fix it.

· Mandy – market notice went out day of or day after realized situation.

· Annette Morton - When was lodestar 4.7 upgrade?

· Mandy – 9/27

· Mandy – lodestar 4.7 upgrade has helped greatly with performance issues; we don’t anticipate getting into this situation again. ERCOT apologizes for inconveniences

· Jim – root-cause being investigated?

· Trey – some correlation but not sure. When find will post for 1st of month (ACTION ITEM)

· Ganesh – Tenaska – 10/10 issue – settlement billing extracts being incomplete – I thought that data file was missing from extracts. That seems to be basic – cannot process settlements with out data file – this is not related to data but files missing.  Being notified on Friday of that issue and still incomplete extracts being published for weekend.  I thought that if no data file that extract would not post in the first place.

· Trey – it’s possible that it may be something other than lodestar upgrade – will check on your particular issue (ACTION ITEM)

· FOLLOW_UP for next month!!!!!

· CURRENT MP ISSUE WITH EXTRACT NOT DISCUSSED

· Annette Morton – recorder extract by TDSP for point not recorded (usage). We have to go through process to submit through internal dept, request data so we can determine transmission settlement info. In the process you need to submit to ERCOT legal and ERCOT legal determines whether can have access to data so can appear on recorder extract report. ERCOT – what timelines can we determine so communications can be sent back. Once sent don’t know – timing large and all of a sudden it appears.  We do not know where we are in process.  I will be talking with ERCOT.  Submission of form – timeline of notification when legal receives and how soon can we expect yes/no decision. Then has to go to group in ERCOT creating report.  Would like to know timing of when that happens?

· Jim – is this ad hoc?

· Annette – request itself depends on when comes up.  Request not regular basis but extract pulled every day.

· Jim – this is outside of normal on given day with schedule.  In order to get data need formal request. Have made a request and has been resolved in past?

· Annette – yes, but no specific timeline. Don’t know how long takes to get

· Heather Boisseau – because our TDSP was not comfortable providing directly – had to go to through ERCOT – never did receive data to meet timeline to provide back to ERCOT.

· Annette – not that didn’t get it, just didn’t know when would get it. If was hang-up we wouldn’t be aware other than not there. ERCOT legal must review that request.

· Jim – would help if procedural parameters.

· Annette – standard email address – don’t know if received unless reject email received. Don’t know who receives and when to expect response.  Will be asking for that.  Can we look at form and request timeline?  Have been working on extract with internal processing problem first.

· Jim – can this group help?

· Annette – would like to bring forward and put on agenda.

· Jim – ACTION ITEM – PUT ON AGENDA FOR NEXT MONTH – LEGAL STAFF PRESENT.

· TREY – now have SLA page

TREY – CHANGE MANAGEMENT
· Went over slides

· Operating procedure is currently limited – working on reclassifying so can share

· Jim – can you go into any detail/discussion regarding issues that appear to be internal change management items? What is process from high level in trying to evaluate how will impact MPs?

· Annette –– what specifically are we changing? 

· Jim – overall discussion is process itself of how ERCOT does change management. More takes place than is visible to MP

· Trey – this is basically just internal changes. Anything effecting market (MOS TML) has to go through additional MP testing. If impacts market, has MP testing

· Jim – Lodestar upgrade. Internal change within company and probably was announced to MPs (don’t recall). Assume not communicated. Change didn’t appear to have effect on MP but causes extract delivery/completeness issues. How is that incorporated in this?  Is there due diligence that MPs not impacted – either performance/data issues.

· Trey – believe so – do testing in house for MP impact.  750 for example – one of reasons we’re on IE 6.0 is because tested and won’t affect MPs. If go to new browser would be impact, so that is why still on IE 6.

· Lodestar – believe were notices – would have to double-check that (ACTION ITEM)

· Jim – may be hardware change or intermediate software update that we don’t see directly that may impact critical areas for commercial systems – timeliness/completeness of data. This process is entirely internal and gives idea of internal – I’m hoping to better understand what kind of things are done for what seems to be internal that would consider partial MP impacts. Anything that happens could possibly impact MPs and flow of data.  MPs don’t want to be part of this process, but if major internal change over period of time, would be better to know that is coming that may impact MPs.

· Trey – Correct – strictly internal. Any process that is approved by market goes through external change process (like SCR).  All experts at ERCOT sit on change advisory board. 

· Annette – SAS – what is that?

· Trey – IT standards for processes and are compliant with that standard. SAS 70 is basically an audit team process for service organizations auditing.

TREY _ EMMS INFRASTRUCTURE
· Option 1 determined most feasible

· 1 – maintain existing infrastructure and parts inventories and high priority vendor support contracts

· ***********PULL 3 ALTERNATIVES FROM TREY’S SLIDES***************

· TAC would like option 2 but nowhere to put storage right now, although upcoming projects in 2010 will help

· Slide 5 –

· Info lifecycle management – reclaim storage

· Data storage project – PPL for 1.9 million

· Storage steering committee analyzing storage situation in data center

· Co-locating some equipment at different site.

· Virtual machines

· Jim – project referring to is under which parts

· Trey – ILM – under MRO CART

· Mandy – Yes, correct

· Jim – above cut line for 2009?

· Mandy – yes

· Jim – sounds like current solution is around storage and trying to alleviate storage constraints.

· Trey – yes – intra-site failover – between Taylor/Austin, within Taylor redundant/ within Austin redundant. 

· Mandy – is in fact above cut line

· Trey – one question from last time – risk cost analysis – costs assigned to certain failures and probability – do we do analysis on total failure?  No we haven’t due to dual redundancy.

· Jim – what were TAC comments? Did they understand the approach dedicated to free disk space? 

· Trey – don’t have room in datacenter for options 2 or 3. 

· Trey – TAC wanted re-analysis to find out if we can provide more storage/servers. Storage committee and outside consultants reviewing if option 2&3 can become feasible.

· Jim – what is definition of stabilization effort?

· Trey - Making sure ERCOT hardware doesn’t fail and that we have storage avail to run systems. In effort to maintain parts inventories, have to ensure have hardware components onsite to fix when needed?

· Heather – is it possible to attach performance metrics using either same or additional measurements for downtime, etc. to help MPs gain stabilization?

· Trey – sure – will look at slides later regarding dropped schedules/MOS TML servers and improved performance with hardware replacement.

· Jim – concern I have with stabilization is fewer and fewer issues with stabilization monthly. I think that may be what they hope to see as well is reduction in issues.  The challenge there is that we prioritize projects. Conference call had COPS/RMS discussing project levels – very little if any funding – this being above cut line is helpful, but that is only item we have to stabilize, other than lessons learned.

· Trey – did you look at IO cart as well?  At least 2 projects for storage issues there.

· Jim – enterprise service management seems to be carryover. 

· Trey – will look it up. ACTION ITEM

· Heather – one thing happy to see in change management – you are conforming with ITIL (methodology) – and some of the incidents haven’t been equip related as much as human error. That is what ITIL/COBITS is.  Understanding of training of IT professional levels and maturity levels.  Are you level 2/level 4?  Also contribute to stable environment .  Management rather than spending $.

· Trey – we have enterprise visibility project rolling out.  Paired with incident management and open view rolled out, I think will be very effective to prevent project issues.

· Heather – how can communicate in common language – may be another idea to help MPs with visibility, rather than sit on panel.

· Trey – putting together slides now and will bring in to DEWG/SDAWG.

· Jim – when prioritized projects in meeting recently, had MO RO worksheets. Not sure what visibility into IO worksheet was. I have 2008 project list up – don’t know if any changes.  Can we break for 5 minutes to put current project list on screen?

· Jim –ACTION ITEM – want updated IO list for next month

· Trey – not ready yet, but can speak to what is on it. List on screen is not correct for IO

· Trey – IO – 

· Storage update upgrade project between 1-3 million dollars. No project #

· Project for Spectal Server replacement – 500k to 1 million

· Infrastructure monitoring – no $

· Replace firewalls

· Infrastructure monitoring and reporting project

· Jim – KEEP TOPIC ON AGENDA FOR NEXT MONTH (ACTION ITEM) – approved projects above cut line for 2009 for projects that would/could fit under stabilization effort.  If at all possible, some highlights available for those projects – not cost if above cut line, but when initiated/executed as well as a high level discussion as far as what benefit we may see from each effort. Not internal benefit, but MP impacting benefit.

· Heather – any other 2009 projects at different layers of system, be it network, data transport, web, that you would understand could contribute to MP experience/end use reliability outside of hardware itself that you would consider part of stabilization?

· Trey – would have to look at all projects.

· Jim – this will be BIG topic for next month. Hopefully give MPs some comfort as to what to expect to reduce issues later regarding means of doing business. Additional enhancements and changes from nodal will help, but seems like we will be stuck with extract process for a while. Would be good to understand what’s going on and if needs to be more visible, that’s what I’d like to use this group for.

· Lee Star – Could Trey please send out to list?

· Jim - Not available yet. Current IO list has to go through internal approval. Next month we should have updated 09 projects that are IT oriented. Only focusing on ones that we will receive benefit with extract process.  Assume list will be made public once vetted internally.  When available, could trey send note that posted?

· TREY – YES (ACTION ITEM)

TREY – SLA
· Outage window moved to week 4.
· Other changes as well, but mainly changing for extracts.
· Can work on draft SLA or combine with retail SLA so only have 1.
· Already report all metrics together – 
· Jim – sounds like combining is logical step. Would take time to go through, but have we reported to retail subcommittee and what was response?
· Trey – they recommended to us – consider combining two SLAs.  
· Jim – ideally outline consistencies and non-consistencies in the 2 SLAs and combine sections critical to retail and do same thing for wholesale.  Look at both SLAs – is large degree of consistency?
· Trey – yes moving outage window is biggest change.
· Heddie – any way on spreadsheet can add area to see where incidents to track if it is coincidence?  Failover in April caused major problems. If you look at mismatch/failover comparison – want to see if there is correlation to failovers with incidents continuing.
· Trey – Yes – will review (ACTION ITEM)
· Jim – looked at Retail SLA – has specific details regarding transaction processing.  I’m all for less documentation in market for sure, but do not want to dilute the critical nature of this document by adding to it.
· ******(dark hair) – you want something clean and defined around extracts/reports? We do have turnaround time, specific transactions, I don’t think we’ve left anything out – have windows.  Are talking about making alike or section by section?
· Jim – make 2 documents one, but more than just reporting structure in this retail document. Consistent with methodologies of systems/ abilities and I’m trying to understand if what we outlined would fit in retail or should they refer to each other when addressing retail issues?
· Trey – they do refer to each other. 
· Jim – draft what would like combined, but definitely differences (transactional based). 
· Annette – question – data extract and reports – one example – MT product – both GUI/API are part of retail SLA – the TML GUI is part of retail SLA and API is part of data extracts SLA, so it gets a little confusing. I tried to make spreadsheet to see what covered where.  Timing of extracts is separate issue.  I can see both way – don’t want to fold all data extract timeliness into subsections of retail SLA, but seems to me 1 doc with different sections might be better, but for GUI/API, doesn’t make sense for TML GUI/API to be in different places. We should look at to see if consistency system outage-wise and report sys/programming outages in one and reports/extract separately. 
· Jim – if we can combine 2 docs, if not too much time to put together draft to see what looks like, we can review.  Would have to be vetted between this group and RMS to ensure that neither addition to the doc would negatively impact, as they are separate now. Not top priority effort, but worth addressing later on if needed. ACTION ITEM for TREY. If we come to point where we decide they are separate, take items in conflict with retail IT SLA and make them consistent on a shared business reports/extracts issue.
· Annette – I don’t see conflict, just hard to remember where particular service falls under. Agree low priority
· Trey – working on combined document already – will draft combined SLA for 2009. ACTION ITEM – FOR NEXT MONTH
· Heddie – after column – was failover or not – could spreadsheet be added as well.
· Jim – process for making change to SLA. Should be able to be handled informally without need to create operation guide revision request, but any change to current SLA or incorporate both together could be brought up and vetted in this group. 

· Trey – section that says anyone who wants to see change can bring up anytime.

· Heddie – you were going to bring stuff from Jackie to me – did you get that info?

· Trey – no, did not bring.

· Heddie – hold over

· Mandy – Verifiable costs –

· Heddie – discussion as to exactly what level of detail for VC will be provided

· Mandy – discussed with Jackie – we have not written any requirements for this yet therefore from Jackie’s groups’ standpoint there is nothing to provide.  Additionally, there is no protocol requirement for this. There was VC management system brought up at one point and time – original concept was that it was a way to track submittals. Would be nice to have – worst case scenario we have to manually report to Market Participants and inform them that would drive need to submit VC data. Beyond that, the VC Submittal template and the approval process could serve to provide confirmation of bill determinants. Not current, but cannot say will not happened going forward.

· Heddie – concern – paying off of VC, somewhere that will appear in settlement calculation, so will appear in some way in details.  VC determines currently posted (RUC settlement) are not noted as being public. Thought was at time have seen and approved – it’s same data so would not duplicate.  Conversation needs to take place. 

· Heddie – we did discuss last Sept in SDAWG. Concerns at one point that we may submit VC, approved, gets settled with previous one. They anticipate level of detail in settlement extract. Conversations at DSDWG where resource and QSE, which one is submitting VC and conversations that REC should not have to share and ERCOT should not share at that level of detail with REC. 

· Mandy – currently nothing at that level will go to QSE because we have not made any requirement for it to be published in extracts, but definitely need to work through. 

· Heddie – needs to be both SDAWG and DCDWG and discussion as to which areas should be covered.  Don’t need DCDWG telling SDAWG what they do and don’t need.

· Jim – FOLLOW UP ON THIS TOPIC NEXT MONTH – THIS IS #10 ON TODAY’S AGENDAS.  ACTION ITEM

· Jim – is this something that needs to be out on day 1 or worked through… 

EILS/MISMATCH

· Jim – assumption that load utilized for that period was initial/final settlement load combination (1 issue).  Ability to have that particular operating day/statement period showing up on in relationship to normal settlements.  On normal settlement statement shows up on a statement for corresponding operating day. This is a period of time showing up on a single-day statement. No relationship to operating day, just showed up on that statement. Current EILS protocols mandate resettlement only for disputes. There was some concern that the language within current protocols is a little vague and needs tweaking. TO coincide with PRR/NPRR regarding EILS services and piggybacking on that language to add more detail to current language that some people believe is misleading. 

· Mandy – went over EILS Settlement Contract presentation

· Legal decision – initial load vs final load

· Spoke with Chad and Mike Grable – should not resettle – have had no disputes. Also, if you are dealing with operating day, have 2% flexibility rule but does not apply to this circumstance. For QQ not answered, contact Chad directly

· Going forward June through September settled early December – not likely from stakeholder process that new protocol would have time to be approved, but will use final load to settle.

· Worked with Sonja to have idea of how fits proto revision schedule.  Earliest could apply would be settling October-January statement in early April.

· Jim – safe to say, from COPS, some concerns that should have been disputed were load cuts used.  Initial load cuts are not as accurate as final load cuts and there could be unfair distribution of cost of EILS service based on overstated load at initial settlement. We may not be able to implement PRR in time, your intent is to use final load cuts for that period to reduce potential disputes.  According to protocols now, any parties concerns with settlement, to resettle must dispute.

· Mandy – we are past time allowed, but correct – would have to submit a dispute.

· Pulled final channel cut period load February-May timeline. When looking at load over large period of time, washed out. Changes not as large as thought ($100 or less) using final load on charges.  Next most was $100-300. Very few QSEs with impact over 1000 (<1%).

· Same pattern on non-business and business hours

· Question – what was largest amount for any 1 QSE?

· Mandy – $5420.00 for non-business hours

· QQ – what was total impact?

· Mandy – did not write QSE #, business was $4300 max. not necessarily same QSE

· Mandy – options going forward – wonder if will see much difference between final and true up if choose to resettle using both final and true-up load. 

· Jim – across QSEs or total $?

· Mandy – each QSE – was VERY minimal. Expected more in load.

· Jim – no specific QSE that would have large change over that period?

· Mandy – nothing of significance. Small enough change that $ change was not substantial.

· Jack (phone) – way dispute process works now is if u put initial statement and within 10 days someone disputes, you have to resettle in final. If drag feet and don’t get in timely then you will not get adjustment to true-up. Hard to say difference in final/true-up.

· Jim – correct – the difference here is that if you read proto language, it states that in order to conduct settlement for EILS, there has to be a dispute. Otherwise no means for resettlement. You are correct in everything you said except if you don’t dispute you cannot resettle.

· Jack – forget about disputing what comes out on EILS charge – the charge is calculated using loads from those operating days within that contract period.  Those are not necessarily going to change, as they are disputed outside EILS process.  If load changes in final and again in true-up, are you not using those to calculate your EILS?

· Mandy – no, not right now. The data pulled is the data used for final settlement as in protocols – 59th day.

· Jack – op day changing load on same calendar day within the contract period?  Initial and final

· Mandy – correct. For one particular day, might be channel 4 or 5, depending on final.

· Jack – why would that change initial to final

· Mandy – more accurate data. 

· Jack – if you had time to dispute then you could include that. Not at EILS yet – what if I dispute load on operating day. That changes adjusted meter load.  I have a generator that ran and a telemetry hiccup – that changes load. I dispute – you resettle in final. We’re not even to EILS yet.

· Mandy – correct

· Jack – so we’re confusing this – not disputing EILS charge – understanding the underlying load. When calculating first EILS, if use first final, people still disputing and not calculated yet. We have to discuss with dispute operating day first, then disputing the EILS charge, once it shows up and the relationship between those things.

· Jim – you can dispute your load anytime. Topic now is when and how EILS will be disputed. 

· Jack – used as a determinate for EILS charges.

· Jim – agree – believe the intent was that (EILS settlement section) - ERCOT has up to 70 days to build period. Ideally the intent was – by 70th day ERCOT will have all final settlement load cuts for that operating period. Having all those load cuts would be using most recent load cuts for that period. 

· Jim – concern of settling period in time having initial and final load cuts in same calculation. Final load cuts would be a little more accurate. MUCH more accurate. 

· Jack – for those days going to true up with disputes for that operating day – how does that go into EILS calculations?

· Mandy – as of now it doesn’t. 1 option would take that into account.

· Jack – could change with ADRs and disputes. That could greatly change the initial operating day load between final and true-up.

· Jim – ERCOT’s interpretation and much of market’s interpretation, regardless of load change, EILS will not resettle unless there is a dispute. You have to specify which charge you are disputing. I cannot dispute load but can imbalance. According to protocol have ot have specific load used by ERCOT and must have a dispute.  Whenever EILS is settled you can dispute at that time. If you have load dispute, doesn’t matter because EILS has not been settled yet.

· Mandy – 2nd option stated in 6.9.4.4.1 – final as defined in 9.2.4. tied to final load, required dispute within 60 days. If you dispute within 60 days, then added language to use best avail load at time to resolve dispute.

· Jim – only other option would have then would be an additional settlement of that once true up has been done for that period, understanding the implications of that – is that material enough for ERCOT to do a manual calculation of that settlement for charge type. That being said, current language is very limiting. It points that only recourse we have is a dispute.  Option would be do we use final settlements and use as is or use final 1st time and resettle on true-up data (jack agrees).

· Mandy – that is option 1 – using true-up. If true-up resettlement is in best interest ok.

· Ino – worked through this a couple of years ago and whole premise behind EILS and 70 days was to reduce resettlements with simplistic approach to reduce cost of EILS. We worked with stakeholders.  Good idea to readdress, but discussed this for great deal and 70 days was to finish contract to give sufficient time to review extracts/statements – if uplifted wrong cost so could resettle at end. Didn’t want to resettle just to resettle.

· Lee – I was present and recall that – what was anticipated during that delay (between closing and bill rendered) would have R4 statement and have more accurate load ratio share. When proto got written and presented and passed at TAC, would use initial statement and there is the problem we are discussing.

· Jim – couple of things to consider – make language more definite as to what is being used and aware of how many times this could be resettled. Requires massive manual work on ERCOT side and might want to add to PRR/NPRR out there. Could delay efforts in those areas. 1st I’d do is utilize this WG and COPS for those settling EILS – to question 1st EILS through dispute process.  If someone submits dispute regarding load ratio share, ERCOT would have to consider and possibly resettle.

· Mandy – discuss with Art – ACTION ITEM
· Jim – not talking about 1st period – we need to get this language into PRR/NPRR. There’s already something in protocols to allow dispute for next contract period.

· Mandy – could not get PRR in place in time.

· Jim – I would not add this to PRR – would bog down that PRR.

· Jack – we do recognize the intent that EILS would follow normal settlement processes – since 70 days after close of period, understand would use R4 statements. Would like clarification on that. Submit separate PRR and clarifying document. Closure of September period would use R4 statement – everyone disputes and do it that way. Want to be simplest and cleanest

· Ino – I recommend we focus on Mandy’s proposal for a new protocol change for zonal and incorporate changes to NPRR, but 781 stay how it is due to urgency.

· Jack – agree

· Jim – would like to take 2 options to COPS – Mandy has outlined them well.  Language to use final settlement cuts and still have ability to dispute. 2nd option use final settlement data and there would be resettlement.  Let’s take Mandy’s language to COPS. Everyone review the language. This is manual effort and increases cost. Are we willing to say final vs. true-up is sufficient to settle and any changes would be immaterial? 

· Mandy – option 1 has avenues for settlement using final and true-up load, the dispute language associated still puts boundaries so it is not infinite. Please review language. If final is disputed (w-in 10 days) and then set up parameters for dispute around true-up. We will NOT use initial load on contract period ending Sept. 

· Jack – 6.9.4.4 – underline section -= if use operating day load from final first, then when get true-up you will calculate EILS again?

· Mandy – yes

· Jack – that takes care of my concern.

· Ino – unless ADR – do you resettle with ADR?

· Mandy –No.  Also, I did not modify anything with 2% rule.  2% refers to operating day rather than period.

· Jack – use final for 1st go round then true up. If I look at EILS statement for charge type for that period and have problem then, then I dispute that charge type within 10 days and would resettle.  I see that you will resettle EILS.

· Mandy – in 9.9.5, timing determines actual payment. We gave 10 biz days after final day of contract period. We are still allowing more time.  10 biz days after final for last day of contract period, that is where it will be tied to.   Which charge types were not EILS?

· Jack – option 1 covers concern, because you will by that option resettle EILS using true-up load for contract period, whether dispute EILS or not.

· Mandy – with this option, because it is done through miscellaneous debit / credit process, for same contract period you’ll see the “first” EILS settlement show up on 1 operating day’s initial settlement, and the “resettlement” show up on another operating day’s initial settlement.

· Jack – u do see my concern about having those 2 points in time to issue EILS charges. They are independent of disputing EILS charges. 2 different EILS charges for the 2 different days. 

· Jim – specific dispute parameters. Once changes show up on true- up.

· Mandy – expecting dispute on EILS charge type – miscellaneous debit / credit. For final, would be 20 days and for true-up would be 10 days after true up.

· Jim – to jack’s point, looking at 1 EILS charge and separate on another statement. That is only way could systematically handle. We are defining EILS settlement in totally different fashion than traditional. Would show up on 2 statements – final and true-up rather than on one statement.

· Mandy – still have same problem – if dispute submitted and resettle would still be on different operating day. More concerned with load and settlement of that load.

· Jack- big diff option 1 uses true-up and 2 does not. 9.5.5 suggestion – say 10 days after that statement is POSTED (9.5.5.1 and 2). Should have 10 days after IS POSTED.

· Mandy made requested edits

· Lee liked idea and appreciate Mandy’s work on this issue (confirmed by Jack)

· Paul – wanted to be sure – not trying to add these to existing protocols – 781? 

· Jim – no. 

· Ino – we have NPRR 158 (nodal) – we can change that before it’s posted.  Was supposed to go to TPTS 10/13. Did not discuss.

· Jim – probably separate PRR/NPRR

· Paul – there is section in proposal that would affect introduction. Will leave with legal/market rules.

· CRAIG _ POST AS AMENDED – MANDY – EMAIL TO GROUPS AS AMENDED ***************

· Jim – once get comments could put in as PRR.

· Paul – keep in mind to look at calendar – intent that this would be on schedule where could be adopted prior to 4/09. Keep in draft for next COPS but would need approval quickly.

· Jim – one option has to make to PRR.

· MANDY – CHECK TIMELINE TO GET IN PRR

· Jim – 2nd issue COPS – MISMATCH SETTLEMENTS WHEN DROPPED BY ERCOT

· Couple of examples in past on more than 1 trade day. Still exception rather than norm – parties mismatched because single or multiple parties schedules not updates properly in ERCOT systems. Discussion at COPS was brought up as additional item for discussion by parties that had significant concern re: parties disputing for mismatch. That party will be mismatched with multiple counterparties depending on date of failure. Missing entity may have acknowledgement or not. Schedules don’t show up, etc. When mismatch takes place, specific way scheduled. Problem is that when MPs who are mismatched and various counterparties have to settle individually with counterparties. Very tedious task. If even mismatched for 1 15 min interval, if was drop schedule creates need to make whole other MPs scheduled in that interval. Retrieving internal and ERCOT info is very difficult. Discussion at COPS. Have seen enough that there is concern.  Processes outlined need to be reviewed. Subsequently, if resettlement comes about, additional difficulties in receiving those settlements so single issue may last multiple months til resolution.  Some discussion on ways to better handle when known technical issue.

· Mandy – in house have put in additional processes/procedures so not relying on QSEs to tell us. Have been implemented and are checking daily.

· Trey – at COPS asked to go back and look at dates and so we reviewed and found 7 dates that were reviewed. One could not get data from 2/29 (before started tracking in Openview). Have 6 days – 4 have specific times attached. On July 11, 1700 – avail was 70%, had 7 service level violation and response time 20-36.  SIR 11926 implemented to improve response time.  7.14 1700 – similar issue – response time average 9 seconds, which was above avg.  8/15 1500 another interval – svc level violation MOS listener during that time. 8/30 1000 – avail 66% - pretty low.  9/10 all day – 4 instances where had outage.  So if we had specific time could list outages – most were 12:45-2 pm.  Think there is correlation between MOS TML.  Have not had issues since 11926 went online 9/25. They are same slides from COPS. 

· Trey – reviewed response time slide (#3) – after 9/25 response times dropped. Slide 4 – throughput jumped substantially since server issue addressed.

· Lee – 8/15 – 14:45?

· Trey – shows normal

· Lee – I sent info showing mismatch. In that case checkout with CP was correct, QSE correct, statement correct but dropped CP schedule by 15 minutes.

· Trey – will check - ACTION ITEM
· Lee – check initials – CP dropped by 15 minutes
· Jack – 9/10 – 1545 was ours. I didn’t send anything, did you review?

· Trey – yes, had outages in the afternoon on 9/10. I do not have specifics. Any timeout after 60 seconds causes error. We had 4 in the afternoon that day.

· Jim – we decided to discuss today for opportunity to communicate concerns. Talked at COPS about burden of mismatches, when schedules dropped and lag of resettlement.  Not necessarily something we can easily correct. Some things to help would be communication if event similar that allows us to communicate with CPs that mismatch occurred and that would be resolved during resettlement.  Should may be come up with something more clear – once schedule dropped, issue to resettle those mismatches. More often we will not hit 2% that triggers resettlement.  Systematic error identified – are we comfortable that would be resolved at 59 day settlement or should we examine market rules requiring resettlement sooner. Definitely bring up again NEXT MONTH (ACTION ITEM) – or not enough significant concern. 

· Christina – Exelon – significant concern – for us on 7/14. I am rewinding multiple mismatches that cause a lot of accounting confusion. One thing brought up was if ERCOT when problem occurs, rather than waiting for CP dispute, send Market Notice immediately (day it happens or following day), alert market so they are aware there was problem in system, would make situation smoother.

· Mandy – believe Art Deller was agreeable. Don’t want to set expectation of turnaround in a day – if we see mismatches don’t know immediately – have to review.  Could be system error or might not – could be a true mismatch.  But if we saw red flags go up we’d investigate and work with Client Services to determine if need Market Notice.  Can work through a timeline with Art to figure out timeline for notice.

· Jack – Is there no way that if you see a system hiccup and determine it was system issue, is there a way to initially settle correctly?

· Mandy – if 2%. 

· Jim – per protocol, if it can be found and corrected prior

· Mandy – if found with time to resolve, would be fixed before initial.

· Jim – in most cases, it’s not til settlement data is available that this is found. Either way, communication from ERCOT must be made to notify.

· Jack – when you check with CPs, you just have to live with it?

· Jim – I’ve heard that entity had no idea til settlement data came through system. May have been only for an hour, but without that acknowledgement from ERCOT don’t know. Then we have to turn around and resettle. 

· Jack – is ERCOT going to turn that around or up to MP to dispute?

· Mandy – one of the confusion factors this last time (7/11 or 14), dispute was tied to URC charge and we didn’t get every data point changed correctly once we did the resettlement.  If it’s not caught til after initial, request from ERCOT is tag to mismatched charge type. If we see it before initial, we will attempt to correct before initial.

· Jack – if was not caught prior to initial and was dropped schedule, and are charges, notice will come out stating that was because of dropped schedule, ERCOT will not take $ settlement?

· Mandy – if 2% can do ad hoc, if not 2%, would be on next iteration

· Jack – that’s final so 59 days down road

· Mandy – yes.

· Heddie –if dispute comes in timely fashion ok, but 12 days out settlements won’t look at dispute and will be resettled 6 months out. We have settled with CPs already. They need to be looked at ASAP – this is huge thing for us.  Agree that we are mismatched then 6 months later we have to resettle again when ERCOT says will resettle.

· Mandy – part is communications with MP when files dispute. If we understand it is due to this then we know the broad impact. Unless 2% we are not able to resettle sooner than final.

· Ino – in 1 day, when there’s lots of mismatches. I’ve seen hundreds- not because dropped, but just mismatches. ERCOT doesn’t have trigger to know whether or not caused by ERCOT or QSE. Even when we find out, it takes a long time to recreate mismatches. To jack’s point, we don’t have time to make corrections before initial. If we have dispute, we try to fix disputes before final. We should not have mismatches in true up. 

· Mandy – previously for 7/14 we did this incorrectly, causing resettlement. We implemented processes to prevent this. Depends on how soon we catch it before initial – we have to.  If we find out 2 days before initial posts, very difficult.

· Christina – seems like confusion with ERCOT/CP side – didn’t come up as mismatch, but came up as URC charge, which is why disputed. When brought up issue to ERCOT was tossed back that was MP issue and not ERCOT. MP had to prove that was sys failure and not CP problem. I had problem with URC issue – I would have filed as mismatch. There was so much confusion I had to go through my own data to know that my schedules were dropped.  Hopefully there’s more info on the ERCOT side with client reps to prevent this confusion.

· Mandy – we are working towards that.

· Jack – scenario – if is dropped schedule – 1st time shows up in settlement data (extract, etc) and both CPs talk to each other and see balancing energy is off, you look at what the intent was of bilateral deal of that hour and simply do a contract for differences (for example) – when ERCOT gets $ straight then at that point if you don’t submit any dispute ERCOT does nothing and everyone is ok.

· Jim – most of that process and the challenge is not an issue between ERCOT and mismatched party. Between CPs is where it becomes difficult. In previous situations, CP had no idea there was technical issue and wanted settlement right away based on contractual terms between CPs.  This isn’t something we can resolve here. Mismatches since start have been problem for everyone. We have better process but need to take forward discussions and push forward discussion and apply methodology to assure communication and methodologies take care of issue. Primarily issue is between CP and CP to clear and settle. If ERCOT resettles we have to go back and unwind.

· Jack – if no dispute ERCOT does not go back and resettle.

· Ino – we are not doing analysis to be sure that there is no mismatches in balancing energy. We look at mismatch cuts.

· Jim – another point to that is that is not always a true indicator – if u point to ERCOT as CP that is where you schedule. Some transactions may flag mismatched settlement charges, but those are actually where ERCOT is CP. Sounds like we need better communication from ERCOT. But ERCOT says not always clear that this is happening.  Getting a dispute entered in the process is the only way to ensure that you are being addressed.  ACTION ITEM – ON AGENDA FOR THIS MONTH. 

· REQUEST ERCOT REVIEW OPTIONS OF HOW TO ADDRESS

· REQUEST MPS PROVIDE JIM EXAMPLES OF MISMATCHES OF SCHEDULES DROPPED OR MISHANDLED BY ERCOT (FOR EXAMPLES) AND FOLLOW UP NEXT MONTH

· Colleen – constellation – is it true that there is no indicator that someone’s schedule is dropped?

· Jim - nothing crystal clear to ERCOT. Don’t just settle mismatch but ERCOT CP as well.

· Colleen – any way to recognize that something went wrong?

· Jim – I saw one where looked like ERCOT failed over during that time. 

· Christina – Exelon –Had one where looked at ERCOT approved schedule and intervals – all were wrong – something looked amiss. As we dug deeper the #s didn’t match up. Large URC charge. We actually did see an ERCOT accrued schedule that our entire interval did not drop. That was our indicator. 

· Matt Tozer – there is no 100% yes or no answer – we can look at all mismatch data for a given day. Typically if we see a mismatch it’s for entire hour.  In this case, we’ll see a long string of many mismatches during a single 15-minute interval. We’re looking each day. It doesn’t always mean there is dropped schedule but a good indicator. 

· Jim – Communication and Resettlement is key let’s DISCUSS NEXT MONTH (ACTION ITEM). 

Calvin Opheim – Hurricane Ike Update
· Went over presentation

· 9/10-9/12 (before Ike) (slide 4)

· Uses normal coast load profiles

· Went over graphs (channel 1)

· %UFE slide

· Load higher than gen

· Negative UFE

· 9/13-9/18 (after Ike)

· Uses normal coast load profiles

· Models did not take into account mass customer exodus (evacuation)

· Average -29% UFE day hurricane hit (9/13_

· 9/14 -25%

· 9/15 -25%

· 9/16 -21%

· During Rita, had high UFE but was very brief storm

· If large amount of UFE, have specific amount of allocation per protocol. 

· 9/19-9/28

· After Ike

· Uses Adjusted Coast Load Profiles

· Based on Centerpoint Market Notices

· Took % restored and adjusted profiles. Took coast load profiles and adjusted by outage posted by Centerpoint.

· (gave link)

· Methodology reviewed at PWG (profiling working group) meeting. 

· Was slated for TAC, but PUC docket was approved and approved ERCOT to take reasonable measures, reviewed with PUCT and they said “Yes” so used it.

· Huge improvement in reduction of negative UFE

· Daily average -3% - day before was -13%

· 9/29-10/1 – back to normal profiles

· Adjusted profiles seem to have worked.

· Adjusted profiles seem to have worked.

· Difference between initial and final

· A lot of estimated meter readings covering this period.

· Adjusted profiles used.

· Scaling factors 

· Estimated usage from August-September as scaleage factors

· ERCOT will review UFE plots to ensure no unintended or adverse affects

· Through PWG, would be open to revisit – if oversight or improve load profiles for final settlement.

· Impacts are not just limited to September time period.  October and November, when using proxy day routine for large IDR customers, or start picking weather sensitive day during time period, you will see poor estimated usage going back to that time period.

· Questions??

· Jim – would expect see UFE going in other direction post-Ike. Not to the degree, but would expect some, having actual data.  Ever any discussion as to whether ERCOT should adjust forward as well or too complicated an issue?

· Calvin – with this rollout of advance meters, has already started settlement of 15 min data by 4th quarter next year.  With #s approaching a million ESIIDs, will reduce UFE per customer. PWG has brought up this issue – there are ideas on table on how to improve load profile models, but does it make sense to spend $ to update profile models when in 4-5 years we may have better part of Centerpoint and Oncor using 15 min data.  Cost benefit says wait for 15 min settlement and go from there.

· Jim – only concern is that this UFE may impact up to November. Creates financial cash transacting amongst QSEs representing retailers disproportionately.  We may be settling with ERCOT for more load than is there.  Not thinking long term – advance metering takes care of that, but like in September, -UFE is going to impact retailers across all regions in various fashions, depending on how UFE is spread out.

· Calvin – we are thinking about this as well. Need to see finals and hopefully UFE will be reasonable. If looks normal, then may be over “half the hump”. The settlements coming up for IDR customers which have defined routines with non weather-sensitive, grossly understating IDR load.  That gets into programming to solve.  We have many great ideas from MPs, but by the time we coded would be post-nodal. Had to do something quick. Hopefully finals will be close and have education with market to be very diligent looking at IDR load. If understated, no way to say “skip that timeframe”. I will take this back internally.

· Christina – Exelon – when can we expect ERCOT to have meter data?  I remember 11/6 being a date, but I don’t get when ERCOT will have this data available.

· Calvin – good question

· Jim – which meter data are you referring to?

· Christina – retail. We don’t have ERCOT meter data yet

· Jim – I think there is a lot of issues that have to be addressed relating to that.  Some of the meter reads will be estimated meter reads. 

· Calvin – with Rita, it took 2 months after the event. TDSPs will create estimated read that complies with protocols to be submitted every 38 days.  Might or will be estimated until the TDSP actually physically go to the location to get the exact meeting a month later, sometimes it takes 2 months to work out and then you can still get the allocation incorrect, but the cumulative correct, which leads to allocation/UFE looking funny.

· Jim - # of different scenarios – estimated reads, premises with no service, have transactions out there to reenergize/move in, but I think question can’t really be answered by us in this group or ERCOT – really wire company.  Definitely a challenge.

· Calvin – if something looks funny moving forward, we can sit with MPs and work through manual creation of load profiles. Where it is difficult is if UFE looks fine but each and every MP has issues on their initial settlements due to proxy day routines that are looking at a time during the hurricane when system was down.  Facility usually runs a mw or 2 but proxy-day looks at hurricane day where no usage. That would be very problematic.

· Jim – this is one situation where we’re studying non-accounted-for energy. Maybe we can learn something from this. Let’s analyze going forward and see impacts – what steps could we take to prepare for future.

· Calvin – correct – good time to discuss. Mp asked previously what steps would be required to try to allocate UFE only where it belongs. In this case, if had boundary metering in place and Houston isolated, wouldn’t have had to adjust profiles. We’d have known generation within the zone rather than the settlement allocation of load in the zone and would have isolated itself.  Long way of saying that now is the best time to have this discussion.

· Jim – should be profiling working group, but needs to be addressed in SDAWG as a settlement issue before going to COPS – please would like follow-up – NEXT MONTH – DISCUSS SETTLEMENT DATA FOR IKE TERM – ACTION ITEM
· Calvin – early indicator in early November – doing first settlement and will do a week early to determine depth of issue.

· Jim – need more data evidence to determine impacts.

MISC ISSUES

· Heddie – believe will have to revisit nodal settlement dispute timeline. With working in forced outages, I do not believe they can do that with initial. Ife we’re not allowed to dispute anything after initial the wording is questionable.

· Jack – agreed

· Ino – nodal or zonal?

· Jack – nodal

· Ino – agree – not clear. Had discussion with A Deller. This came up with VC workgroup – it does give flexibility to submit disputes within 10 days.

· Jack – what happens after 10 days? Will not be allowed

· Ino – agree after 10 days is not timely but will be reviewed

· Heddie – I understood that we had up to 20 days before true-up

· Jack – agreed

· ACTION ITEM – REIVEW DISPUTE TIMELINE LANGUAGE FOR NODAL

· ART DELLER



	Action Items / Next Steps:

	· WORKING GROUP - Review matrix posted on last COPS meeting agenda site
· WORKING GROUP - Submit comments to COPS or submit to Jim directly
· JIM will send out to both Working Groups
· FOLLOW-UP – NEXT MONTH – Regarding comment from Annette - specific item under communication of particular extract – any deadline – talking about stabilization.
· Trey – October 3 issues – comment from Eric Goff – data out of date, couple of hours old?
· Trey – respond to this inquiry

· Jim – check with ERCOT client services regarding any concerns from MPs regarding files capable of being loaded due to format change
· Trey – investigate root cause of 9/27 issue. Post 1st of the month
· Trey – check on Tenaska’s 10/10 issue of settlement billing extracts being incomplete and follow up next month.
· WORKING GROUP - Recorder extract report needs to be discussed at next meeting
· Craig - ERCOT Legal needs to be present
· Trey – check to see if there were notices regarding Lodestar upgrades
· Trey – Research Enterprise Service Management carryover (stabilization).
· Jim – want updated IO list for next month

· Jim – keep IO topic on agenda for next month
· Trey –Send IO list when available to DEWG/SDAWG distribution list 
· Trey – Add column on incident tracking spreadsheet to track if is “coincidence” (comparing mismatch to failover issues)
· Trey – Draft combined Retail and Data Extracts SLA for 2009 and provide to group
· Jim – Add to agenda for next month

· Jim – follow up with #10 from this meeting’s agenda next month
· Mandy – Discuss with Art Deller the notice language regarding resettlement regarding EILS disputes
· Craig – Post Mandy’s updated presentation(s)
· Mandy – email updated presentation(s) to DEWG/SDAWG distribution lists
· Trey – check Centerpoint’s schedule – was dropped by 15 minutes (data was emailed by Lee)
· Jim – include mismatch conversation in next month’s agenda
· ERCOT – review options of how to handle mismatch issue.

· ALL MPs – please send Jim examples of mismatches of schedules dropped or mishandled by ERCOT

· Jim – follow-up next month – add to agenda
· Jim – add “Resettlement Communication” discussion to next month’s agenda
· Jim – Add agenda item for next month to discuss Settlement Data for the Ike term (from Calvin’s discussion)
· ALL – Review Dispute timeline language for Nodal with Art Deller (needs assignee to task)

	


