Texas Nodal Program Status
Week ending Oct. 3, 2008
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	PROGRAM STATUS

	Health Indicators

	Overall

Red

Resources

Amber
Schedule

Red
Risks

Amber
Budget
Red
Issues

Amber
Scope

Amber
QC

Red



	Highlights

	All tasks on the critical path completed on schedule

NMMS conducted multi-vendor meeting and agreed to “frozen” schema changes

Integrated Testing project (INT) has begun testing Integrated Release 2.0 (IR 2.0) in the integrated testing (i-Test) environment. IR 2.0 includes components from the Market Management System (MMS) and key upstream systems, as well as some of the required interfaces. INT’s testing strategy is to begin with MMS as the core system, and build out the interfaces from there

EMS scheduled to complete CIM Importer Pre-FAT on Oct. 10 and begin FAT on Oct. 13
Continue to improve processes – as an example we were able to reduce the time to build and smoke test MMS4 Patch 4 from 10 days to 4 days  

Nodal budget – progressing as planned; presentation to Board is TBD
Staffing – continue to increase participation of ERCOT staff while trending down with contractors
[image: image2.emf]Full Time Equivalent of Hours Worked

0

50

100

150

200

250

Jun-08 Jul-08 Aug-08 Sep-08 Oct-08 Nov-08 Dec-08

# of Resources

Employees Contractors




	Milestones Planned for Next 30 Days

	See milestone chart

	Activities Behind Schedule

	No program critical path activities are behind schedule this week

	Risks or Issues 

	Description
	Status

	NMMS data collection and validation efforts within the timeframes
	Assigned a RARF lead (Scott Middleton) and added a QA lead to the team (Dave Carty); adding more data validation and business rules; included additional time in schedule to allow for delays

	Traceability between protocols and requirements is largely manual; not all requirements documentation has been updated to reflect NPRR changes and re-approved by TPTF
	Requirements audit in process to review all project requirements documentation, approvals, and incorporation of NPRRs

	Current schedule does not include time for additional NPRRs beyond the ones incorporated; there is a high probability that we will have additional NPRRs and change requests

	Executives will need to determine the amount of additional time and budget to include; NPRRs will go to the Board for approval

	As functionality is delivered and business owners review and test, there are changes needed.  The extent of this is not fully known and is causing more rework than expected 
	Reviewing requirements documentation as well as reviewing business processes with project teams and business owners to identify problem areas; schedule includes time for these activities


	CORE NODAL PROJECTS


	Network Model Management System (NMMS)


	Health Indicators

	Overall

Red

Resources

Amber
Schedule

Red
Risks

Green

Budget
Red

Issues

Green

Scope

Amber
QC

Amber
 

	Highlights

	Conducted multi-vendor meeting and agreed to “frozen” schema changes

Distributed all RARF Audit Reports - Current RARF Production Quality level:  ~93% 

Completed installation of NMMS 5

	Milestones Planned for Next 30 Days

	Support data requirements for AREVA CIM Importer pre-FAT

Finalize schema version 1.21

	Activities Behind Schedule

	No activities behind schedule

	Top 3-5 Risks or Issues 

	Description
	Status

	Topology Processor performance
	Working with Siemens to identify configuration differences

	Need to perform data assessment 
	Requested Dave Carty to develop methodology and may potentially need an additional resource to assist with implementation


	Remaining Software Releases (Siemens)

	Release Number
	Description
	FAT Start
	FAT Complete

	
	
	Sched 
	Actual 
	Sched
	Actual

	NMMS 5
	Production Model to support business processes

Auto Model Scheduler integration

MIS posting folder structure

Historical models and historical NOMCR tracking

PTC screens to support PMCR linkage

Canned reports (8)
	Oct 06 08
	
	
	

	NMMS 6
	PTC screens and functionality for Model Coordinator screens

Outage clarification

Name service redesign

As Built report
	Jan 07 09
	
	
	

	NMMS 7
	Auto Model Scheduler validation 
	
	
	
	


	Energy Management System (EMS)


	Health Indicators

	Overall

Red

Resources

Green

Schedule

Red

Risks

Amber
Budget
Red

Issues

Amber
Scope

Amber
QC

Amber



	Highlights

	Continued the unstructured CIM Importer Pre-FAT and retest of variances with no new High or Critical issues 

Set the benchmarks for AREVA to complete OE FAT based on the completion plan provided by them
Continued the verification of  Real Power OE results for a higher number of contingencies in consultation with business
Technical review of OE controls with AREVA  to verify Reactive Power solution

Resolved the issue of remaining MTLF deliverable/SPRs with AREVA 
Completed the deliverables in response to Requirements Manager audit  

	Milestones Planned for Next 30 Days

	Oct. 10 – Complete CIM Importer Pre-FAT

Oct. 13 – Start EMS CIM Importer FAT

Oct. 17 – EMS Release 5.1.5.x (EMS 5 OE/VSS)

	Activities Behind Schedule

	OE/VSS FAT affecting EMS Release 5.1.5.x.  ERCOT has two technical SMEs helping test and resolve open issues.   Currently a delay of 3 weeks from August 2008 schedule. Not a critical path task.

EMS Release 5.1.6.x (Habitat 5.7).  Low priority tasks since we have the beta version in operation.  We will release when a release window opens up. Not a critical path task.

	Top 3-5 Risks or Issues 

	Description
	Status

	OE/VSS FAT Completion
	AREVA required to provide reactive power demo by 10/03 followed by ERCOT’s on site testing at AREVA 10/06-10/09

	Late discovery of  unexpected interface issue with external programs 
	Mitigate by early testing. Planning to set up intra-program development system interface testing ahead of i-Test

	Confirmation that the EMS system processors have sufficient power to run all applications simultaneously in a timely manner
	Schedule an early EMS study applications performance test to validate if an issue exists

	Scope - Pending NPRRs, SIG papers and CCB requests These include:  PUN, DC Tie rework, CRR map display, EPS meter, Max shadow price, Flow gate, Time to ICCP, PSE case delivery, NPRR 102 reports and future NPRRs
	These contribute to potential changes in scope

	Delay of Habitat 5.7 upgrade
	This activity had to be delayed by 3 weeks to ensure OE/VSS release is consistent with the current version of Habitat.  Low priority task.  Not a critical path item and will be worked in during FAT when time is available


	Remaining Software Releases (AREVA/ERCOT)

	Release Number
	Description
	FAT Start
	FAT Complete

	
	
	Sched 
	Actual 
	Sched
	Actual

	5.1.5.x
	Outage Evaluation functionality permits the Outage Scheduler to evaluate the impact of a requested outage

Voltage support function permits the operators to address voltages issues and recommend corrective action

Interfaces to MMS, CSI, EDW and CDR
	July 29 08
	July 29 08
	Oct 17 08
	

	5.1.6.x
	Habitat 5.7 upgrade
	Oct 20 08
	
	Nov 07 08
	

	5.1.7.x
	EMS CIM XML importer which receives data, model and configuration changes from the central master data source (NMMS) and updates the EMS applications databases
	Oct 13 08
	
	Nov 17 08


	

	5.1.8.x
	Interfaces to down stream systems to support long-term storage and the posting of Section 8 reports
	Nov 03 08
	
	Jan 13 09


	


	Market Management System (MMS)


	Health Indicators

	Overall

Red

Resources

Amber
Schedule

Red

Risks

Amber
Budget
Red

Issues

Amber
Scope

Amber
QC

Amber


	Highlights

	MMS4 patch 3 FAT testing complete

Started MMS4 patch 4 movement from MMS DEV to MMS FAT 

MMS4 patch 5 received from ABB and loading into MMS DEV started 

Completed review and feedback on CIM schema and CIM XML (via NMMS facilitated meeting with NMMS, EMS and MMS)

Completed 3 MI-related internally developed activities 

Awards requirement document complete

Notices requirement document complete

Verbal Dispatch Instructions requirement document complete

Bids and offers front-end development in progress
Resource Specific Submissions front-end development in progress

	Milestones Planned for Next 30 Days

	Oct. 14 – Present real time process to TPTF

Oct. 17 – Complete DAM operating procedure

Oct. 17 – Complete UI requirements and business rules 

Oct. 28 – Complete MMS4 patch 4 testing in MMS FAT environment 

Oct. 28 – Complete MMS4 patch 5 testing in MMS Dev environment 

Oct. 30 – Complete bids and offers development 

Oct. 31 – Complete RUC operating procedure

	Activities Behind Schedule

	No activities behind schedule

	Top 3-5 Risks or Issues 

	Description
	Status

	NEW ISSUE:  Additional patch(es) will need to be added to the MMS4 schedule due to the delay in the start of MMS5 (dependent on a validated and synchronized CIM XML file based on v1.21 of the CIM schema)
	Will work with the MMS team and ABB to determine when the patch(es) can/should be scheduled; will update the MMS schedule and notify all Nodal PMs once the patch(es) are added.

	EXISTING ISSUE: Lost 1 DBA, 3 SMEs and 2 analysts within a two month time period
	Leveraging additional internal resources to fill DBA and SME gaps; in the process of filling one analyst position


	Remaining MMS Software Releases (ABB delivered)

	Release Number
	Description
	FAT Start
	FAT Complete

	
	
	Sched
	Actual
	Sched
	Actual

	MMS4 P3


	· Self-committed resources in DAM; resource parameters API

· Load Resource modeling (SIG005); PUN modeling (SIG002); Non-Modeled generation modeling (SIG008); BLT modeling (SIG007); Partial implementation of combined cycle configuration modeling mapping of configuration to Primary/Alternate Physical generators (SIG paper)

· Combined Cycle logical resource nodes (ERCOT action)

· Verification of monitor/enforced flag for all branches in CIM schema (mandatory requirement)

· 120+ bug fixes
	Jul 28 08
	Jul 28 08
	Sep 29 08
	Sep 29 08

	MMS4 P4


	· Partial implementation of NPRR102, NPRR128 and JBOSS upgrade

· Bug fixes
	Aug 31 08
	Aug 27 08
	Oct 28 08
	

	MMS4 P5
	· Delivery added to ensure progress is made while waiting for validated and synchronized CIM XML file from NMMS

· S&B defects, interface updates and additional workflow development and testing based on the most recent CIM schema and corresponding CIM XML test data set
	Sep 30 08
	Sep 30 08
	Nov 25 08
	

	MMS4 P6
	· Content is being discussed with vendor
	Dec 08 08
	
	Jan 02 09
	

	MMS4 P7
	· Last scheduled release to MMS4;  Content  is being discussed with vendor
	Jan 26 09
	
	Feb 13 09
	

	MMS5
	· Last scheduled release of functionality, target delivery to ERCOT is TBD; triggered off an NMMS-delivered validated and synchronized CIM XML file ready for consumption by downstream systems

· CIM XML import processing and end-to-end testing 

· Bug fixes

· Remaining NPRR as approved (e.g., NPRR102, NPRR113), SIG paper changes (e.g., rounding) and software implementation changes based on testing (e.g., performance improvements, startup cost eligibility, SASM constraint modeling)
	
	
	
	

	Remaining MMS “Market Manager” UI (MMS MM UI) Software Releases (ERCOT delivered) 

	Release Number
	Description
	FAT Start
	FAT Complete

	
	
	Sched
	Actual
	Sched
	Actual

	MMS MM UI
	Bids and offers FAT
	Nov 04 08
	
	Nov 17 08
	

	MMS MM UI
	Resource specific submissions FAT
	Nov 25 08
	
	Dec 10 08
	

	MMS MM UI
	Schedules FAT
	Dec 03 08
	
	Dec 16 08
	

	MMS MM UI
	Self-arranged AS FAT
	Dec 17 08
	
	Jan 12 09
	

	MMS MM UI
	Trades FAT
	Jan 07 09
	
	Jan 20 09
	

	MMS MM UI
	Awards FAT
	Jan 15 09
	
	Jan 28 09
	

	MMS MM UI
	Notices FAT
	Feb 20 09
	
	Feb 13 09
	

	MMS MM UI
	Verbal dispatch instructions (VDI) FAT
	Feb 16 09
	
	
	


	Outage Scheduler


	Health Indicators

	Overall

Red

Resources

Amber
Schedule

Red
Risks

Amber
Budget
Red
Issues

Amber
Scope

Green

QC

Red



	Highlights

	FAT/regression test continues (52% complete overall, 70% pass rating, 0 Sev. 1’s, 19 Sev. 2’s)

Data Conversion Test and Validate complete (Sept. 30)

SPR list submitted to ABB, with priority (Oct. 3).  

	Milestones Planned for Next 30 Days

	Oct. 24  - Opportunity Outage release to FAT

Oct. 30 - Sync registration and equipment list with MMS

Nov. 04 - OS Release 2.0.13.0 “Ready for Integration (i-Test)”.

	Activities Behind Schedule

	OS full regression test taking longer than originally planned due to application service failures and inconsistent results.   ABB on-site and addressing known issues.  OS application appears to be stabilizing.  This activity is not on the program critical path and is still expected to complete by Nov. 4

	Top 3-5 Risks or Issues 

	Description
	Status

	Core OS 
	Market is issuing request to allow RE/QSE to submit outages against transmission equipment they own.   This requires a fundamental redesign of the OS application.  A SCR request is forthcoming.


	Remaining Software Releases (ABB/Internal)

	Release Number
	Description
	FAT Start
	FAT Complete

	
	
	Sched 
	Actual 
	Sched
	Actual

	2.0.13.0
	Full FAT regression test of Outage Scheduler
	Aug 08 08
	Aug 05 08
	Nov 04 08
	

	
	Regression Correction (ABB)
	Nov 04 08
	
	Nov 19 08
	

	2.0.14.0
	FAT Correction
	Nov 19 08
	
	Jan 07 09
	

	OS User Interface

	
	Base UI Testing
	Nov 04 08
	
	Dec 04 08
	

	
	Opportunity Outage
	Dec 04 08
	
	Jan 28 09
	

	
	OS Feature Pack 1 

· Warnings
	Dec 04 08
	
	Jan 28 09
	

	
	OS Feature Pack 2 

· Summary Enhancements

· Copy/Print/Export

· Split Screen

· Client-side Validation


	Feb 06 09
	
	Feb 27 09
	


	Congestion Revenue Rights (CRR)


	Health Indicators

	Overall

Red

Resources

Green
Schedule

Red

Risks

Green

Budget
Red

Issues

Green

Scope

Amber
QC

Amber



	Highlights

	Configured LPARs (3) plus VIO Server on new p550 box at Nexant Herakles site
Provided instructions for delivering schema extract to EIP project

Completed and returned Requirements artifacts to the  Requirements Manager

Performed and completed FAT testing for Nexant Release 1.06 (CRR4), including identification of 2 new defects

Actively resolving issues related to integrated business processes w/ Credit and Settlements

	Milestones Planned for Next 30 Days

	Oct. 2 – Complete CRR 4 Functionality Testing and Defect Resolution

Oct. 8 – Receive patch from Nexant for issues found in Release1.06 FAT testing.

Oct. 20 – Obtain CRR4 (at ERCOT) sign-off

Oct. 20 – Prepare CRR4 installation into i-Test
Oct. 22 – Present revisions to TCR to CRR Transition plan to WMS for review 

Oct. 27 – Present revisions to TCR to CRR Transition plan to TPTF for review

	Activities Behind Schedule

	No activities behind schedule

	Top 3-5 Risks or Issues 

	Description
	Status

	NA
	


	Remaining Software Releases (Nexant)

	Release Number
	Description
	FAT Start
	FAT Complete

	
	
	Sched 
	Actual 
	Sched
	Actual

	1.06
	CRR AH Name Change functionality
	Sep 26 08
	Sep 26 08
	Oct 3 08
	Oct 3 08

	TBD
	Patch for identified defects in release 1.06
	Oct 8 08
	
	
	


	Commercial Systems (COMS)


	Health Indicators

	Overall

Red

Resources

Amber
Schedule

Red
Risks

Amber
Budget
Red
Issues

Amber
Scope

Amber
QC

Amber


	Highlights

	S&B

Lodestar 4.7 Upgrade - Migration to Zonal Production Sept. 27
· Deployed Framework and Metadata for Nodal

DAM FAT 100% Complete

RTM FAT 50% Complete

Invoices FAT 50% Complete

Refined timeline for implementing workaround for Lodestar product memory issue

CSI
Complete Release 5.4 (S&B Billing determinants) and development of Lisa test scripts

Complete Release 6.1 (CMM Determinants) and development of Lisa smoke test scripts

Registration

Registration migration to I-test containing resolution to 14 defects (5160,3362,6768,6758,6774,6800,6783,6789,6790,6811,6715,6706,5175,4752)
EIP migration to i-Test containing 3 defects for Registration( S&B testing (6805,6742,6772) 

Registration application RARF data bulk upload files from business validation in progress.  9 issues found to date. Working with business on resolutions
Create detail for Market certification of Disputes API test scripts

	Milestones Planned for Next 30 Days

	S&B

New items which need to be added to schedule (i.e. Drop of code to nTest)

CSI S&B

Nov. 10 :  Release 5.4 business/product testing complete 
Nov. 24:  Release 6.1 business/product testing complete
Nov. 24:  Release 5.5 CSI Code Base complete 

CSI CMM

Nov. 24:  CMM Release 6.3 Code Base complete 
Registration and Disputes

Dec. 5:  FAT and Integration Testing in progress in i-Test for Registration and Disputes – 30.25% complete.  Expected to be completed 
Financial Transfer

Deploy FT to FAT Test environment (80%)

Create internal roles for Finance (FTGUI users) using JBoss Plugin

MMCR document submitted to release management

Train Finance on GUI

	Activities Behind Schedule

	CSI Release 5.5 (NMMS > S&B, Remaining Determinants, and bug fixes) – Development start delay due to additional time needed for business verification of CSI Release 5.4 (MMS4, Billing Determinants, etc.).  No impact to planned Integration Releases or critical path
Disputes API Integration delivery to i-Test delayed due Integration rework necessary for Zonal/Nodal cross impacts.  Impact:  Siebel Phase 5 has been added to Integration Release 4 (scheduled to i-Test release for Jan. 09).  No impact to critical path
Final test scripts approvals

· Working with business on completion.  Approved tests begin executed in parallel.



	Top 3-5 Risks or Issues For COMS

	Description
	Status

	S/B - Lodestar v4.7 memory issue
	Workaround has been identified and coding has been completed.  Additional time added to COMS schedule for regression testing of Data Aggregation.  Expect to migrate to i-Test week of 10/13/2008

	Data synchronization for integrated testing
	Working with INT and Business teams to discuss business objectives for executing IR3.0 and assess data synchronization approach necessary to flush out all scenarios

	NPRRs and Change Controls
	Additional NPRRs and Change controls will add time and possible costs to the COMS schedule.  These are being carefully evaluated through the COMS team and the Nodal CCB


	Remaining Software Releases (Internal)

	Release Number
	Description
	i-Test Start
	i-Test Complete

	
	
	Sched 
	Actual 
	Sched
	Actual

	
	· Siebel 4.x (current 4.1.18.6)
	Aug 27 08
	Aug 27 08
	Dec 06 08
	

	
	· EIP
· REG-S&B-MPAdapter  0.2.0.x

· REG-S&B Adapter  0.4.0.x  

· Registration Adapter 0.4.1.x  

· Framework (Common) Services 0.3.0.x

· Lodestar 0.2.0.x

· SmartMapper Adapter 0.5.0.x  

* Defect patches to I-Test scheduled weekly
	Aug 27 08
	Sep 18 08
	Dec 06 08
	

	
	· Registration / disputes integration testing begins (Siebel to Lodestar / RE&JOU bulk data load / etc)
	Sep 22 08
	Sep 22 08
	
	

	
	· Registration Phase 4 / Disputes Phase 2 testing end
	Dec 05 08
	
	
	

	
	· Production planning
	Dec 04 08
	
	
	

	
	· Production migration
	Dec 13 08
	
	
	

	
	· 12/14/Production verification
	Dec 14 08
	
	
	

	**Reg5/Disp3
	· Refactoring complete
	Jan 16 09
	
	
	


** Registration Phase 5 scope has not been defined at this time but will include integration data / system corrections. The scope will also deliver Disputes Phase 3 which is the remaining Dispute API integration delivery

	Early Delivery Systems (EDS)


	Health Indicators

	Overall

Red

Resources

Amber
Schedule

Red

Risks

Amber
Budget
Red

Issues

Amber
Scope

Amber
QC

NA



	Highlights

	EDS market engagement has continued to be successful in improving telemetry quality and State Estimator convergence.

· Previous group of Focused Input Tests (FIT) improved State Estimator to 96.8% (TAC approved criteria is 97%).

· Next group of FIT testing to begin Oct. 21, 2008

· Updated telemetry statistics to be provided in Oct. 10, 2008 status report (previous statistics provided below).

30% of wind generation resources (WGRs) sending valid MET data vs. 7% in August.  Expect to be at 100% by Oct. 31.

QSE ICCP Point Issues –  Status Points: 37 (vs. 91 last month), Analog: 65 (vs. 71 last month), Ownership disputes: 75 (vs. 170 last month)

TSP ICCP Issues –  Status Points: 545 (vs. 1,208 last month), Analog: 407 (vs. 986 last month), Ownership disputes: 0 (vs. 274 last month)

Unobservable buses with Load: 41 out of ~5000.  

	Milestones Planned for Next 30 Days

	Project Schedule Item: Focused Input Test (FIT) Testing Cycle 1 is on schedule to begin October 21, 2008

FIT Market Webex on Oct. 7, 2008 (FIT for Oct. 21, 2008 – Jan. 23, 2009)

Publish results on EM09 – zonal vs. nodal constraints

Publish results on EM04 and EM05 – SCED stability and quality

	Activities Behind Schedule

	No current activities behind schedule that potentially impact the critical path of the new schedule.

Telemetry and State Estimator activities below being worked in coordination with ongoing FIT testing:

· Resolution of unobservable buses 

· Meeting TAC-approved State Estimator criteria

· Status of meteorological telemetry data to support AWS TrueWind forecasting  

	Top 3-5 Risks or Issues 

	Description
	Status

	Inability to keep MPs engaged in FIT after integrated master schedule is released
	Conducting Webex to outline test objective schedule, conducting weekly calls

	Time lapse between completion of R5.1 (SCED submissions), 6.2 (QSE by QSE LFC testing), R9.1 (DAM Submissions), and 9.2 (OS Submissions) and re-starting EDS will require these efforts to be redone to re-prime the market systems and personnel that have been suspended from DAM/RUC testing since May 30, 2008.
	Add required re-work to integrated master schedule and EDS estimate, and remove only if TPTF provides feedback that it’s not needed.

	Securing proper resource levels for EDS activities.
	Initial round of resource meetings in process to improve staffing resource expectations and transitions to EDS.


	SUPPORTING NODAL PROJECTS


	Enterprise Integration and Integrated Testing Projects (EIP and INT)


	Health Indicators

	Overall

Red

Resources

Amber
Schedule

Red

Risks

Red

Budget
Red

Issues

Red

Scope

Amber
QC

Red



	Highlights

	Overall:

Integrated Releases (IR/“Bucket List”) and interface priorities list is changing.  Minor changes from Core Projects are still being received.

IR 2 testing is progressing on schedule; expected to exit on schedule 

IR 3 planning is being finalized. IR3 testing expected to start on schedule; interface re-work is already in progress.  

IR 4 planning is underway.  Minor interface rework is already in progress.

Integrated Release 2

EIP Deliveries to i-Test - COMPLETE
Core Projects Deliveries to i-Test -- COMPLETE
Supporting Projects Deliveries to i-Test (EDW and CDR) -- COMPLETE
Integration Testing Execution:  CDR testing BEHIND SCHEDULE, expected to recover and complete on time.
Integrated Release 3

EIP Deliveries to i-Test – ON SCHEDULE
Core Projects Deliveries to i-Test (EMS and Siebel P4):  -- BEHIND SCHEDULE
Supporting Projects Deliveries to i-Test
· EDW, CDR, CSI Infrastructure, EMS to OS Integration – ON SCHEDULE
· MPIM Integration – AT RISK – due to environment issues.
· EMS <--> MMS Integration – DELAYED – dependent on common CIM model.  Defer to Integrated Release 4. 
Integration Testing Preparation – BEHIND SCHEDULE
Integrated Release 4

EIP Deliveries to i-Test – ON SCHEDULE

	Milestones Planned for Next 30 Days

	Integrated Release 2

EIP Milestones-- COMPLETE
Integration Testing Release 2 Complete – ON SCHEDULE (Oct. 10)
Integrated Release 3

EIP - Adapters for R3 -- ON SCHEDULE (Schedule revisions are needed to accommodate Bucket List changes.)  

Integration Release 3 Test Planning -- BEHIND SCHEDULE


	Activities Behind Schedule

	Integrated Release 2

Integration Testing Execution – behind schedule due to environment and software stability issues that took a few weeks to fix; currently 4 defects remain (3 Sev 3, 1 Sev 4) which meet the exit criteria
· CDR --  60 Reports:  4 new, 56 regression 
Integrated Release 3

Integration Testing Preparation – behind schedule due to changes in priorities coming out of the Nodal Integrated Program Schedule and resource constraints. Mitigation: have moved additional resources over to help in the short term. This should not affect other testing preparation efforts. Planned to be complete to meet testing execution schedule
· Integration Test Scenarios
· Integration Test Scripts
· Environment, Resources, and Data Setup 

	Top 3-5 Risks or Issues 

	Description
	Status

	Risk that Integration Release Definition/Bucket List continues to change.

Impact:  Integration Testing Planning, Preparation and Execution are delayed
	Working with PMO to align with Integrated Program Schedule.

Reviews and meetings continue to refine the list.

	Risk that disputes API may introduce zonal/nodal dependencies earlier than expected.

Impact: Cannot test the overall system
	All infrastructure and software dependencies identified and mapped out.

Release of API into production moved to provide time for changes to be made

	Risk of scope changes, particularly to include business processing within the integration layer

Impact: Creates an unstable architecture and failure of whole system;  
	Monitoring all change requests for changes such as these and so far all of the business rule implementations have been mapped into the correct systems.  

Currently addressing rounding of decimal data where MMS should reject incorrectly submitted decimal data and not in the integration layer. 

	Risk that integration layer performance is inadequate.
Impact: System fails to function as protocols require. 
	Regular performance and other non-functional observations being made within the integration layer. 

Introducing new chunking component to support heterogeneous and large payloads.

Proofs of Concept produced to verify optimal implementation have been completed for message sizes


	Remaining Integrated Software Releases (Internal)

	Release Number
	Description
	i-Test Start
	i-Test Complete

	
	
	Sched 
	Actual 
	Sched
	Actual

	IR 2
	Primary objectives:

Run MMS daily on stable dataset

Base-line all Priority 1 interfaces
	Aug 12 08
	Aug 12 08
	Oct 10 08
	

	IR 3
	Primary objectives:

Run MMS daily with key upstream interfaces

Initial MMS-L* testing
	Oct 13 08
	
	Dec 01 09
	


	Metrics 

	Web Services Usage - The following results provide counts of success and failure for all transactions

· First chart indicates volume of successfully & unsuccessfully invoked services

· 2nd & 3rd charts show the most frequent successful and unsuccessful processes.

· Y scale is logarithmic, X scale shows all transaction types for two graphs
Transactions volumes – 249k hits by 327 entities at 91% success rate
[image: image1.png]



[image: image3]
· Overall success rate is unchanged from previous periods, but last week reached a new high of 98% success

· 12 new entities in the last month

· Volumes have stabilized at around 1k hits per day

· Substantial increase in error rates in weeks 35 & 37 that are attributable to a handful of MPs incorrectly forming getBidSet and getAwardedAS.  Both of these transactions have been successfully submitted by other MPs
30 most frequent correctly invoked processes

[image: image4]
30 most frequent incorrectly invoked processes

[image: image5]
30 most frequent incorrectly invoked processes in last 2 weeks

[image: image6]
Design metric – 97%
Nodal has 10 major end-point systems, 36 Interfaces, 57 major integration components and around 400 Information Flows

[image: image7]
Construction metric – 87%


[image: image8]
Deployed to Testing metric – 70%

[image: image9]


	OTHER PROGRAM UPDATES


	Readiness and Transition


	Overall

Red
Resources

Amber
Schedule

Red
Risks

Amber
Budget
Red
Issues

Amber
Scope

Amber
QC

NA


	Market Participant Readiness

	Highlights

New Metric – MP21 – Wind Generation Resources ICCP Telemetry – was approved by TAC. 

Tested release 6.6 of the Nodal Scorecard in the i-Test environment

Completed 3 metrics documents and finalizing 5 others.

Goals for Next 30 Days
Oct. 6, 2008 - Implement new MP 21 changes in production scorecard (release 6.6) – In Progress
October 10, 2008 - Complete final drafts for remaining metrics documents.

Update Nodal Scorecard – ongoing every Wednesday

	ERCOT Readiness

	Highlights

ERCOT Staffing is at 97%, only 12 Nodal positions remain open.

ERCOT Procedures are 89% complete, count is 444.

Of 49 ERCOT Departments - 27 are now reported as “Green”; 22 reported as “Amber” for training.
Updated Training Plans with staff changes and provided updated department information to LMS.
Goals for Next 30 Days
Oct. 6-31, 2008 – Process follow up meetings.

Oct. 10, 2008 – Approval on CaseWise procedures document

	Activities Behind Schedule

	Procedures and training are behind schedule for several departments primarily due to system delays but will be realigned once the integrated schedule is finalized.  Procedures and training are not on critical path

	Top 3-5 Risks or Issues 

	Description
	Status

	Risk: Processes may not be in-line with the systems designs
	Mitigation: Processes are vetted with directors and managers who participate in the process. There is also clear ownership for each process. The processes will be reviewed with the nodal PMs, project SMEs and business owners.

	Issue: Metrics are ill-defined and/or unclear on the steps to ensure success (quality)
	Mitigation: Documentation is being created to define the ‘as-is’ process for determining the metrics inventory definition, ownership, procedures for measuring and obtaining results, survey procedure, communications scorecard user and administrative guides. Once baselined, an analysis of the metrics can determine appropriate next steps (interim milestones, revisions needed etc.)

Status: The majority of documentation has been drafted and is under review. Three documents remain to be created. Target completion is Oct. 13.

	Metrics 
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	APPENDIX


	Health Indicator Measures

	Metric
	Green
	Amber
	Red

	Overall
	Both core indicators are green
	At least one core indicator is amber, but none are red
	At least one core indicator is red

	Schedule
	All activities on the critical path are complete, or are expected to be complete, on or ahead of the planned dates
	No dates have been missed, but one or more critical path activities is forecasted to complete late
	At least one critical path deliverable has missed its due date. Project implementation date is in jeopardy

	Budget (hrs)
	Project forecasted to complete within the baselined hours
	Project forecasted to complete up to 5% over the baselined hours
	Project forecasted to complete more than 5% over the baselined hours

	Scope
	All Requirements approved; no unplanned scope changes
	Pending approvals for Requirements; no unplanned scope changes
	Unapproved Requirements and/or unplanned scope changes

	Resources
	All key resource positions are filled and no schedule delays are expected.
	One or two key positions are not staffed and the schedule may be adversely impacted.
	More than two key positions are not staffed and the schedule will be impacted.

	Risk
	All project risks have a Risk Score =< 4
	At least one project risk has a Risk Score => 5 and =< 8
	At least one project risk has an Risk Score => 9

	Issues
	All issues are being resolved by the required due dates
	Some issues are remaining open past the required due dates but none are of “critical” priority (Impact = 3 or 4)
	At least one “critical” priority issue (Impact = 3 or 4) is open past the due date

	Quality Control
	Defect metrics meet all of the following:

# of Severity 1 = 0

# of Severity 2 = 0

Avg. #. Days to Close Sev 1 and Sev 2 Defects < 45

% Reopen Defects < 15
	Defect metrics meet at least one of the following:

#. Severity 1 = 1 to 5

#. Severity 2 = 1 to 5

Avg. # Days to Close Sev 1 and Sev 2 Defects => 45 and =< 90

% Reopen => 15 and =< 24
	Defect metrics meet at least one of the following:

#. Severity 1 > 5

#. Severity 2 > 5

Avg. # Days to Close Sev 1 and Sev 2 Defects >90

% Reopen >24
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T – successful invoked transactions


F – unsuccessfully invoked transactions
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# Interface Description

1NMMS -> EMS Network models

2NMMS -> MMS Network models and contingencies

3NMMS -> S&B Resource parameters and assignments

4NMMS -> CRR Network Model

5REG -> NMMS MP & Resource details

6REG -> MMS MP & Resource details

7REG <-> CMM Credit limits & Creditworthiness Status

8REG<-> S&B MP & Resource details, Calendar

9REG -> CRR MP & Resource details

10MMS -> EMS Base points and LMP

11EMS -> MMS Dynamic ratings, losses and constraints

12S&B -> MMS Heat rates, verifiable O&M

# Interface Description

13CMM -> MMS Credit limits

14S&B -> CMM Invoices, statements & determinants

15CRR -> MMS CRR ownership

16CMM -> CRR Credit limits, Bilateral trades

17S&B -> CRR Invoices, statements & payment

18EMS -> S&B Schedules, operations, BDs

19MMS -> S&B Trades, awards, schedules, BDs

20CRR -> S&B CRR settlements, BDs

21EXT -> MMS S&BPlatts FIP, FOP

22S&B <-> EXT Banks financial wire transfers

23OS <-> NMMS Outage data and network model data

24OS <-> EMS Outage data and network model data

# Interface Description

25OS <-> EWS Outage Scheduler Web Services

26MMS <-> EWS Bids, offers, trades, schedules and LMP

27EMS -> CDR EMS data for Current Day Reports

28MMS -> CDR MMS data for Current Day Reports

29REG <-> EWS Disputes

30EMS -> NMMS Operational data for model

31EXT -> EMS WGR information

32MMS -> CMM Bid, RTM and DAM market data

33CRR -> CMM CRR inventory, bilateral trades

34CDR <-> EWS Market information services

35N ->MIS Multiple information services

36OS EMS <-> EXTAWS Truewind

CCT information for MMS 

is outstanding and will be 

produced with the NMMS 

team.
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# Interface Description

1NMMS -> EMS Network models

2NMMS -> MMS Network models and contingencies

3NMMS -> S&B Resource parameters and assignments

4NMMS -> CRR Network Model

5REG -> NMMS MP & Resource details

6REG -> MMS MP & Resource details

7REG <-> CMM Credit limits & Creditworthiness Status

8REG<-> S&B MP & Resource details, Calendar

9REG -> CRR MP & Resource details

10MMS -> EMS Base points and LMP

11EMS -> MMS Dynamic ratings, losses and constraints

12S&B -> MMS Heat rates, verifiable O&M

# Interface Description

13CMM -> MMS Credit limits

14S&B -> CMM Invoices, statements & determinants

15CRR -> MMS CRR ownership

16CMM -> CRR Credit limits, Bilateral trades

17S&B -> CRR Invoices, statements & payment

18EMS -> S&B Schedules, operations, BDs

19MMS -> S&B Trades, awards, schedules, BDs

20CRR -> S&B CRR settlements, BDs

21EXT -> MMS S&BPlatts FIP, FOP

22S&B <-> EXT Banks financial wire transfers

23OS <-> NMMS Outage data and network model data

24OS <-> EMS Outage data and network model data

# Interface Description

25OS <-> EWS Outage Scheduler Web Services

26MMS <-> EWS Bids, offers, trades, schedules and LMP

27EMS -> CDR EMS data for Current Day Reports

28MMS -> CDR MMS data for Current Day Reports

29REG <-> EWS Disputes

30EMS -> NMMS Operational data for model

31EXT -> EMS WGR information

32MMS -> CMM Bid, RTM and DAM market data

33CRR -> CMM CRR inventory, bilateral trades

34CDR <-> EWS Market information services

35N ->MIS Multiple information services

36OS EMS <-> EXTAWS Truewind

Remaining work

OS <-> EMS being 

constructed by 

EMS team

NMMS -> MMS 

CCT design is 

incomplete

REG – NMMS Is 

being rebuilt for 

Siebel Phase 4
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# Interface Description

1NMMS -> EMS Network models

2NMMS -> MMS Network models and contingencies

3NMMS -> S&B Resource parameters and assignments

4NMMS -> CRR Network Model

5REG -> NMMS MP & Resource details

6REG -> MMS MP & Resource details

7REG <-> CMM Credit limits & Creditworthiness Status

8REG<-> S&B MP & Resource details, Calendar

9REG -> CRR MP & Resource details

10MMS -> EMS Base points and LMP

11EMS -> MMS Dynamic ratings, losses and constraints

12S&B -> MMS Heat rates, verifiable O&M

# Interface Description

13CMM -> MMS Credit limits

14S&B -> CMM Invoices, statements & determinants

15CRR -> MMS CRR ownership

16CMM -> CRR Credit limits, Bilateral trades

17S&B -> CRR Invoices, statements & payment

18EMS -> S&B Schedules, operations, BDs

19MMS -> S&B Trades, awards, schedules, BDs

20CRR -> S&B CRR settlements, BDs

21EXT -> MMS S&BPlatts FIP, FOP

22S&B <-> EXT Banks financial wire transfers

23OS <-> NMMS Outage data and network model data

24OS <-> EMS Outage data and network model data

# Interface Description

25OS <-> EWS Outage Scheduler Web Services

26MMS <-> EWS Bids, offers, trades, schedules and LMP

27EMS -> CDR EMS data for Current Day Reports

28MMS -> CDR MMS data for Current Day Reports

29REG <-> EWS Disputes

30EMS -> NMMS Operational data for model

31EXT -> EMS WGR information

32MMS -> CMM Bid, RTM and DAM market data

33CRR -> CMM CRR inventory, bilateral trades

34CDR <-> EWS Market information services

35N ->MIS Multiple information services

36OS EMS <-> EXTAWS Truewind
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