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1.
Introduction

1.1
Purpose

This procedure provides the ERCOT Day-Ahead Market (DAM) Desk with the detailed procedures required for performing DAM duties. The DAM Desk position is responsible for the oversight of the DAM operation in full compliance with Nodal Protocols and ERCOT procedures. In case of a conflict between these procedures and the Nodal Protocols, the Nodal Protocols shall apply.  The DAM Desk is also responsible for monitoring participant submission validations and posting the DAM results to participants and the Market Information System (MIS).

The Day-Ahead Market normally commences at 0600 on the day prior to the Operating Day, and normally concludes at 1330 on the day prior to the Operating Day.

1.2
Scope

The instructions contained in this procedure document are limited to those required for the DAM Desk.  Instructions for other ERCOT nodal market positions are contained in separate procedure documents, one for each position.  This procedure does not imply that the duties contained herein are the only duties to be performed by this position nor do these procedures foresee all possible circumstances where the Operators judgment may result in deviations as required to facilitate a market.  The individuals assigned to this position will be required to follow other instructions and to perform other duties as required or requested by appropriate ERCOT supervision.

1.3
Roles/Responsibilities

DAM Desk Shift Supervisor

The DAM Desk Shift Supervisor is responsible for supervision of the DAM Desk position and may at times be responsible for performing the procedures contained in this manual.

DAM Desk Operator

The DAM Desk Operator is responsible for carrying out the subsequent tasks that are described in this document.

1.4
General Duties


Operate the DAM market from 0600 to 1330 one day ahead of the Operating Day.


Respond to Market Participant questions and issues.

o
Receive questions and issues from Market Participants as they are submitted.

o
Respond to Market Participant questions and issues when appropriate information is available.

o
Maintain record of Market Participant questions and issues and resolutions

o
Refer any questions or issues for which information is not available to the Shift Supervisor and request that appropriate information is provided.


2.
Tasks

2.1
Review ERCOT System Conditions

On a daily basis in the Day-Ahead, the DAM Desk reviews the following ERCOT system conditions:


Review Network Conditions including Load Forecast, major Outages, forecasted constraints and network security issues


Review Ancillary Service (AS) Requirements and QSE AS Obligations


Monitor / Review External System Data Interface hardware and software


Review Peaker Net Margin and System-Wide Offer Cap 


Verify that the postings required on the MIS for the next Operating Day are available to all Market Participants.

	2.1.1
Review Network Conditions



	Step #
	Procedural Steps

	NOTE
	This task is performed prior to 0600. 

	1
	Navigate to the relevant Market Operator Interface (MOI) displays.

	2
	Review transmission network conditions for the DAM period:


Planned Transmission line, transformers, generation, and other equipment Outages


Weather assumptions used to provide the system conditions forecast


Hourly load zone distribution factors


Hourly distribution Loss Factors and forecasted ERCOT-wide Transmission Loss Factors


A current list of all Settlement Points


A mapping of Settlement Points to Electrical Buses


A list of transmission constraints that have a high probability of binding in the Security-Constrained Economic Dispatch (SCED) or DAM


DC Tie Schedules

	3
	REVIEW the ERCOT load demands for the DAM period:


Hourly load forecasts by Weather Zones and hourly ERCOT System load forecasts


Minimum load and peak load forecast hours


Weather assumptions used to provide the load forecasts

	4
	REVIEW the ERCOT Wind Forecast


Hourly wind forecasts by CREZ 


Hourly Total ERCOT System Wind Power Forecasts (TEWPF)


Hourly WGR Production Potential Forecast 


Weather assumptions used to provide the wind forecasts


Verify the WGRPP has been posted to the MIS and is available to Market Participants



	NOTE
	In reviewing the above list of system conditions, as needed,

· Coordinate with Day-Ahead System Operation Desk for clarification of issues related to transmission network conditions.

· Coordinate with Outage Scheduling Desk for clarifications of issues related to transmission outages. 


	2.1.2
Review Ancillary Service Requirements

	Step #
	Procedural Steps

	NOTE
	The Day-Ahead System Operation Desk develops the Ancillary Service (AS)  Plan and publish QSE Obligation for each type of AS and each hour of the next Operating Day. Day-Ahead market Operation Desk shall verify the AS Plans and Obligations prior DAM processes.  

	1
	Navigate to the MOI display for AS Plans.

	2
	Review the hourly ERCOT system total Ancillary Service requirements for each type of AS: 


Reg-Down – Regulation Down Services


Reg-Up – Regulation Up services


RRS – Responsive Reserve Services


Non-Spin – Non-Spin Reserve Services



	3
	review the following percentages of Load Resources providing Responsive Reserve Services (RRS):


the percentage of Load Resources excluding Controllable Load Resources that are allowed to provide RRS


the percentage of Controllable Load Resources that are allowed to provide RRS

	NOTE
	If ERCOT determines that an Emergency Condition may exist that would adversely affect ERCOT System reliability, it may change the percentage of Load Resources that are allowed to provide RRS from the monthly amounts determined and published previously.

The Operator must provide a textual message explaining any changes to the percentage of Load Resources that are allowed to provide RRS  and verify such is posted on the MIS Public Area and is available to Market Participants.

	4
	Review the ASOC execution log messages to ensure that


ASOC has executed without error


QSEs are notified of the AS Obligation Assignments
Action steps if Error in ASOC execution -- ??? 

Action Steps for different types of Errors--?


	2.1.3
Monitor / Review External System Data Interfaces

	Step #
	Procedural Steps

	
	

	NOTE
	MMS data interfaces from External Systems shall be monitored and reviewed to resolve any data interface problems as soon as possible.

	1
	Navigate to the MOI display for the External System Interface event logs.

	2
	Check for the existence of any Warning or Error messages pointing to potential problems with the following External System interfaces:


Network Model Management System (NMMS)


Energy Management System (EMS)


Congestion Revenue Right (CRR) System


Credit System


Outage Scheduler (OS)


Settlement System


Registration 


 Seven-Day Load Forecast


eTag



	3
	Resolve any External System Interface problems prior to 0830 or notify supervision of issues.
Action Steps  to resolve ---??

	4
	Log the actions or a workaround measures that the DAM Desk Operator takes to ensure the normal operation of External System Interfaces.


	2.1.4
Review Peaker Net Margin and System-Wide Offer Cap

	Step #
	Procedural Steps

	NOTE
	Prior to 0600 on a daily basis, accumulative Peaker Net Margin (PNM) is calculated to determine whether the High or Low System-Wide Offer Cap shall be applied in validations of Energy Offers and Ancillary Service Offers by participant.

	1
	Navigate to the MOI display for accumulative PNM calculations.

	2
	Review the following parameter settings:

· The PNM is $175,000 for an annual resource adequacy cycle from January 1 to December 31 of each year.

· For the first two months of the Nodal market, the high system-wide offer cap (HCAP) is $2,250 per MWh for Energy and $2,250 per MW per hour for AS.  

· The HCAP is $3,000, beginning two months after Nodal market implementation.

· The LCAP is a daily value equal to the higher of $500 per MWh for Energy and $500 per MW per hour for Ancillary Services; or 50 * FIP of the previous Operating day.

	3
	Verify that the PNM is reset to zero at the beginning of each annual resource adequacy cycle, i.e., on January 1 of each year.

	Note
	The PNM shall be reset to 0 at the start of the Nodal market, even if the Nodal market launch date may not be on the first day, i.e., January 1.
Why? --Why not set PNM to the dollar figure on the last day of Zonal?

	4
	Review the Real-Time energy price and the Fuel Index Price (FIP) for the PNM calculations:

· The Real-Time energy price (RTEP) is the ERCOT Hub Average 345 kV Hub price for each Real-Time Market Settlement interval of the previous Operating Day.

· The FIP of the previous Operating Day.

	5
	Execute the PNM calculation procedure.

	Note
	The PNM is calculated in dollars per megawatt (MW) on a cumulative basis for all past intervals in the annual resource adequacy cycle:

∑((RTEP – 10*FIP) * (.25)) for each settlement interval where (RTEP – POC) >0



	6
	Review the updated cumulative PNM.

If the PNM is less than or equal to $175,000 per MW, then 

SWCAP = HCAP for the next Operating Day

Else if the PNM exceeds $175,000 then

SWCAP = LCAP = max($500/MWh, 50 * FIP of the previous Operating Day

	7
	Review the PNM and the SWCAP 

	8
	· Verify that The PNM and PNM and SWCAP are posted on the MIS Secure Area and available to Market Participants.

· PROVIDE a market notice is issued when SWCAP is changed from HCAP to LCAP.


	2.1.5
Verify that the postings required on the MIS for the next Operating Day are available

	Step #
	Procedural Steps

	NOTE
	The postings required on the MIS for the next Operating Day are from different ERCOT sources. Around 0700 on a daily basis, DAM Desk Operator shall verify that the postings required on the MIS for the next Operating Day are available to all Market Participants before DAM processes.

	1
	Log on to MIS server.

	2
	Navigate to the display for the postings required for next Operating Day.

	3
	Review that the postings required for next Operating Day are available: 

· Transmission network conditions for the DAM period:

o
Planned Transmission line, transformers, generation, and other equipment Outages

o
Weather assumptions used to provide the system conditions forecast

o
Hourly load zone distribution factors

o
Hourly distribution Loss Factors and forecasted ERCOT-wide Transmission Loss Factors

o
A current list of all Settlement Points

o
A mapping of Settlement Points to Electrical Buses

o
A list of transmission constraints that have a high probability of binding in the Security-Constrained Economic Dispatch (SCED) or DAM


Generic constraints and hourly limits


MCFRI day-Ahead hourly limits


PNM and SWCAP


Daily CCT results



	4
	Communicate to Product Supports group if any posting problem is identified.
Action steps by Product Supports Group to correct---?

	5
	Inform DAM Desk Shift Supervisor if any DAM timing deviation be developed. (Refer DAM time deviation process)


2.2
Phase II Validations of DAM Submissions

Prior to 0700 in the Day-Ahead, the DAM Desk performs the following procedures to prepare the data required for Phase II validation of DAM submission:


Review Counter-Party’s Credit Limits


Execute Counter-Party’s Credit Limit adjustment process


Initiate Phase II Validation Process 


Review Phase II Validation Reports

	2.2.1
Review Counter-Party’s Credit Limits 

	Step #
	Procedural Steps

	NOTE
	Normally, Counter-Party’s Credit Limits are transferred to MMS from the Credit System on each Business Day. DAM Desk reviews Counter-Party’s credit limits prior to 0700. 

	1
	Navigate to the MOI display showing Counter-Party’s Credit Limits.

	2
	Verify that Counter-Party’s Credit Limits are updated from the Credit System.

On Business Days other than ERCOT observed Holiday Days, if any Counter-Party’s Credit Limits are not updated from the Credit System, the DAM Desk 

· first checks for and corrects any potential problems with Credit System interface;

· Then triggers the Counter-Party Credit adjustment process, refer to Section 2.2.2 Execute Counter-Party’s Credit Limit Adjustment process.

On Weekends and ERCOT observed Holiday Days, Counter-Party’s Credit Limits may not be updated from the Credit System.




	2.2.2
Execute Counter-Party’s Credit Limit Adjustments

	Step #
	Procedural Steps

	NOTE
	When Counter-Party’s Credit Limits  are not updated, Counter-Party’s Credit Limits provided on the most recent Business Day are adjusted for accepted bids and offers for markets cleared since the last receipt of the credit limit update, until a new credit limit for DAM participation is available.

DAM Desk executes the procedure prior to 0700.



	1
	Navigate to the MOI display for Counter-Party’s Credit Limit adjustments.

	2
	Verify that the Counter-Party Credit Limit Adjustment procedure is a working state.

	3
	Verify that the following data in the MI Database for the Credit Limit Adjustment calculations:

· QSE’s Ancillary Services not Self-Arranged, cleared PTP Obligation Bids, cleared DAM Energy Bids and Offers and cleared Three-Part Supply Offers for each DAM cleared since the last receipt of Counter-Party’s credit Limits from the Credit System.
· DAM hourly MCPC for Ancillary Services and DAM hourly LMP for all Settlement Points for each DAM cleared since the last receipt of Counter-Party’s credit Limits from the Credit System.
· Real-Time Settlement Point Price and Day-Ahead Settlement Point Price over the previous 30 days for each Settlement Interval since the last receipt of Counter-Party’s credit Limits from the Credit System.
· If data is NOT available---??

	4
	Execute the Credit Limit Adjustment prior to 0700.

	5
	Verify that the Credit Limit Adjustment completes successfully.

	6
	Review the adjusted Counter-Party’s Credit Limits.

	Note
	In case that some Counter-Party’s adjusted Credit Limits are low or go negative, the DAM Desk is to double check Credit Limit Adjustment calculations and the input data used for the calculations.


	2.2.3
Initiate Phase II Validation Process

	Step #
	Procedural Steps

	NOTE
	Phase II validation of DAM submissions is initiated by 0700.



	1
	Verify that the following data have been updated for the DAM:

· CRR Ownership information from the CRR System

· Counter-Party’s Credit Limits

· SWCAP

	2
	Navigate to the MOI display for Phase II validation initiation.

	3
	activate the Phase II validation for 0700 initiation.

	4
	Verify that the Phase II validation has been successfully initiated.
When Phase II validation is NOT successfully initiated or completed--??


	2.2.4
Review Phase II Validation Report

	Step #
	Procedural Steps

	NOTE
	DAM Desk monitors and reviews the Phase II validation reports from its initiation up to the close of DAM submission.



	1
	Navigate to the MOI display for Phase II validation reports.

	2
	Monitor/review the Phase II validation reports.

When a Counter-Party’s credit limit is reached, DAM submissions shall reject QSE’s individual bids and offers whose credit exposure exceeds the Counter-Party’s credit limit. 

PTP Option Offers can only be submitted from the Non-Opt In Entities (NOIEs) who own the PTP CRR Options.

	3
	review the messages for the prices for energy/AS offers exceeding the SWCAP.


2.3
Updated Day-Ahead Network Model

The ERCOT base Network Model may be updated on a daily basis. An updated base Network Model is first applied to the DAM processes in the day-Ahead before it is used during the Operating Day.

DAM Desk performs the following procedures associated with the Updated Day-Ahead Network Model process:


Review CIM/XML Files


Generate Updated Day-Ahead Network Model


Validate Updated Day-Ahead Network Model


Activate the Updated Day-Ahead Network Model


Perform Energy Management System Data Initialization (EMSI)

	2.3.1
Review CIM/XML Files 

	Step #
	Procedural Steps

	NOTE
	The CIM/XML files for an updated Network Model are made available five days prior to the Operating Day. DAM Desk reviews the availability of the CIM/XML files for updated Network Model for a future Operating Day on a daily basis.



	1
	Log onto the designated (to be updated) common file servers.

	2
	verify the CIM/MMS profile for Market Management System (MMS) is up-to-date to the latest CIM and its extension definitions.

	3
	check the availability of the CIM/XML files for the updated Network Model for the target Operating Day D. The model shall be used for real-time process of target Operating Day D and DAM process of target Operating Day D+1

If the CIM/XML files for the updated Network Model are not available at the scheduled time, DAM Desk confirms with the NMMS Desk the delivery time of the CIM/XML files.

	4
	verify that outage schedule information from Outage Schedule system covers the period between the current Operating Day and a day after target Operating Day D+1 of the updated CIM/XML file



	5
	Transfer the updated CIM/XML files from common file servers into study APP server to perform Day-Ahead Network Model certification


	2.3.2
Generate Updated Day-Ahead Network Model in study APP server

	Step #
	Procedural Steps

	NOTE
	The Day-Ahead Network Model update process starts five days prior to the Operating Day when the CIM/XML files are made available.

	1
	Log onto the study APP server for Day-Ahead Network Model analysis.

	2
	check the directory structure for the CIM/XML importer. VERIFY that the updated CIM/XML file for an updated Network Model locates under CIMImporter/data directory.

	3
	create the CIM Database Schema:

a.
Execute CIMSchemaBuilder to generate script files, CreateCIMTables.sql and AddCIMConstraints.sql, to be used for CIM database definition and integrity enforcement. The CIMSchemaBuilder also generates CIM Database SQL*Loader Control Files for data population into CIM Database Schema.
b.
Execute CreateCIMTables.sql to create the CIM Database schema using Oracle SQLPlus environment

c.
Verify the above two processes are completed without any errors

d.
Verify that control files are created

CIMImporter/staging/CIM2ORA/ctl/*.ctl



	4
	
populate the CIM database Schema:

a.
Execute CIM2ORA to extract the CIM/XML input files according to the MMS CIM/XML profile to generate the flat input files for CIM database

b.
Execute LoadCIM.sh script to populate the CIM Database.

c.
Execute AddCIMConstraints.sql to enforce the data integrity constraints using Oracle SQLPlus environment

d.
Verify the above three processes are completed without any errors (More detail needed) Agree that more detail needed – when errors do occur---

verify MMS-specific data classes in the CIM database:

a.
Log onto the CIM Database

b.
Verify all the database tables for MMS-specific data classes are created using the Oracle SQLPlus or an equivalent environment

c.
Verify the table and number of records in CIM database schema are consistent with information in CIM/XML file



	5
	
POPULATE the Run-time application database (RDB):

a.
Check that the RDB database is for populating the updated Day-Ahead Network Model

b.
Execute CIM2RDB to generate flat input files and SQL scripts for RDB database population

c.
Execute LoadRDB.sh to populate the RDB

d.
Verify the above two processes are completed without any errors 


verify the updated Network Model in RDB:

a.
Log onto the study APP server

b.
Execute data_validation.sh script to validate network topology

c.
Examine the log files (dbi_lobinit.log and dbi_post.log) for warning and error messages.

d.
Using the Oracle SQLPlus or an equivalent tool,  validate, against the same information in the XML files using a selected tool (such as CIMSpy supplied by the vendor), the following model details:

· Number of records in each table in the RDB 

· Containment hierarchy

· Data model topology

· Voltage Regulation Terminals

· CIM class attributes and RDB columns

· Settlement Points to Electrical Bus mappings

· Contingency List

· Load Rollover Schemes

· Special Protection Schemes (SPS)/Remedial Action Plans (RAP)

· Generic Constraints including Flowgates

· Swing Bus Definition

· Tap Changer Neutral Angles

· Transmission Equipment ID (TEID)

· Modeling of Non-ERCOT Non Conforming Load

· Secured/Monitored Flag of the transmission equipment



	6
	POPULATE the related CIM tables into the MI Interface (MIINF) database in the study Database server.

a.
Check that the MI Database is ready for populating the updated Day-Ahead Network Model

b.
Execute CIM2RDB to generate flat input files and SQL scripts for MIINF (CIM_XX tables) database population

Note: This step can be skipped if previous step 5.b was executed

c.
Execute LoadMIINF.sh to populate the MIINF Database

d.
Verify the above two processes are completed without any errors

verify the data in MIINF

a.
Log onto MIINF Database

b.
Using the Oracle SQLPlus or an equivalent tool,  validate, against the same information in the XML files using a selected tool (such as CIMSpy supplied by the vendor), the following model details

· Settlement Points to Electrical Bus mappings 

· Combined Cycle configurations

· Split Generation Resources

· Resource parameters

· EPS Meter modeling




	2.3.3
Validate Updated Day-Ahead Network Model in study APP server

	Step #
	Procedural Steps

	NOTE
	The updated Network Model is verified in the study APP server before transferring to the production APP server. 

	1
	OPEN the Data Management display in MOI of study APP server. SWITCH the connecting schema to OFFLINE environment.

	2
	initialize the EMS data for the Market Applications (MA) by executing the EMSI process in the OFFLINE environment:

a.
Execute the EMSI process from EMSI workflow display

b.
Verify the above processes are completed without any errors

c.
Verify the dynamic rating limit and generic constraint limits are retrieved from the EMS correctly.

	3
	validate the updated Network Model files by executing a SFT process:

a.
Execute the SFT process

b.
Verify the above processed are completed without any errors

c.
Verify the SAVECASE for the SFT successful run was created



	
	

	4
	validate the updated Network Model files by executing a POD process:

d.
Execute the POD process

e.
Verify the above processed are completed without any errors

f.
Verify the SAVECASE for the POD successful run was created



	5
	validate the updated Network Model files by executing a DAM process:

g.
Execute the DAM process

h.
Verify the above processed are completed without any errors

i.
Verify the SAVECASE for the DAM successful run was created



	6
	validate the updated Network Model files by executing a DRUC process:

j.
Execute the DRUC process

k.
Verify the above processed are completed without any errors

l.
Verify the SAVECASE for the DRUC successful run was created



	7
	validate the updated Network Model files by executing a HRUC process:

m.
Execute the HRUC process

n.
Verify the above processed are completed without any errors

o.
Verify the SAVECASE for the HRUC successful run was created



	8
	validate the updated Network Model files by executing a WRUC process:

p.
Execute the WRUC process

q.
Verify the above processed are completed without any errors

r.
Verify the SAVECASE for the WRUC successful run was created



	9
	COPY the verified SAVECASE files from study APP server to designated folder in the production system APP server.

	10
	OPEN the Data Management display in MOI of production system APP server. SWITCH the connecting schema to OFFLINE environment.

	1
	RESTORE the above created SAVECASE files. The OFFLINE schema in production system APP server is now ready to become ONLINE upon Operator Action.


	2.3.4
Activate the Day-Ahead Updated Network Model in production system APP server

	Step #
	Procedural Steps

	NOTE
	The Day-Ahead Updated Network Model is activated prior to 0700 in the Day-Ahead for use in the DAM process. 

	1
	Navigate the MOI display for switching the Day-Ahead Updated Network Model.

	2
	verify that the Day-Ahead Updated Network Model savecase has been restored into the Offline schema of production system APP server.

	3
	set the current Online MA database application server as the new Offline MA database.

	4
	set the current Offline MA database application server as the new Online MA database.

	5
	verify the new Online MA database is in a working state.


	2.3.5
Perform EMS Data Initialization

	Step #
	Procedural Steps

	NOTE
	The EMSI process is carried out to retrieve the Dynamic Rating Limits and Generic Constraint Limits from the EMS. The identical transmission limitations shall be used by all Day-Ahead process such as SFT, POD and DAM clearing.   

	1
	Mavigate the MOI display for the EMSI function.

	2
	execute the EMSI module.

	3
	reivew the dynamic rating limit and generic constraint limits are retrieved from the EMS correctly.


2.4
CRR Simultaneous Feasibility Test (SFT)

The CRR (Congestion Revenue Right) SFT process starts at 0700 to ensure that the Day-Ahead McCamey Flowgate Right allocations are posted no later than one hour prior to the scheduled execution of the DAM clearing process. DAM Desk performs the following Day-Ahead CRR SFT processes:


Review CRR ownership data


Review CRR SFT Configuration Parameter Settings


Conduct CRR Simultaneous Feasibility Test


Allocate McCamey Flowgate Rights

	2.4.1
Review CRR Ownership Data 

	Step #
	Procedural Steps

	NOTE
	Prior to execution of the Day-Ahead CRR SFT process at 0700, DAM Desk reviews the CRR Ownership data.

	1
	Navigate to the MOI display for CRR Ownership information.

	2
	Verify that the CRR Ownership data has been transferred from the CRR System.

Notes:

CRRs in the CRR System are in the Time-Of-Use (TOU) blocks. The CRR Ownership data received in the MMS shall conform on an hourly basis to the TOU hours corresponding to the DAM day.


	2.4.2
Review CRR SFT Configuration Parameter Settings 

	Step #
	Procedural Steps

	NOTE
	 Prior to execution of the Day-Ahead CRR SFT process at 0700, DAM Desk reviews the CRR SFT configuration parameter settings.

	1
	Navigate to the MOI displays for setting CRR SFT configuration parameters.

	2
	Verify the CRR SFT system configuration parameter settings:


Network Security Monitor configuration parameter settings:

(1)
MVar Flow Scaling Factor applied to MVA Dynamic Rating Limits = 95%
(2)
Base Case Limit is set to base case ratings

(3)
Contingency Limit is set to contingency ratings

(4)
Electrical Bus Shift Factor Cutoff Threshold = 0.000001 

(5)
Load Zone/Hub Shift Factor Cutoff Threshold = 0.0 

(6)
Percentage of McCamey Flowgate Capacity for MCFRI Allocation = 90%
(7)
SPS/RAP Trigger Factor (%) = 5% 

(8)
Constraint Monitor Margin (%) = 90% 

(9)
Constraint reliability Margin (MW) = 0 

(10)
Constraint Selection Factor = 0 

(11)
Absolute Bus Maximum MW Power Mismatch = 0.5 

(12)
Max Number of Nonlinear Power Flow Iterations = 50 


Of the Workflow parameters, the “Publish to MI” flag should be initially set to “NO” to prevent the CRR SFT solution from being published prior to operator review. The flag shall be set to “YES” and re-run the Dispatch Schedule Publishing (DSP) module when the CRR SFT solution is ready to be published to the MI Database.

	Notes
	The above CRR SFT configuration parameters can only be modified by DAM Desk Operator with the right privileges and the approval of the DAM Desk Shift Supervisor. Any changes to these configuration parameters shall be posted on the MIS Secure Area along with the text reason for the changes.


	2.4.3
Conduct CRR Simultaneous Feasibility Test 

	Step #
	Procedural Steps

	NOTE
	CRR SFT normally starts at 0700. 

	1
	Navigate to the CRR SFT MOI display.

	2
	
Verify that the statuses shown on the MOI for all the CRR SFT functional modules are normal, in Green color and shown with “Up” status.


Resolve any potential system problems indicated on the MOI display including the event log messages.

	3
	· Review all the execution mode parameter settings.

· SET the “Publish to MI” flag to “No”.

	4
	Execute the Dispatch Schedule Initialization (DSI) module on the MOI.

verify all the following input data are read correctly:


CRR Ownership information


Maximum Rated Outputs for Wind-powered Generation Resource (WGR) qualified for Day-Ahead MCFRI Allocations


Outage Schedules


Dynamic Rating Limits


Generic constraints


Load zone data


Hub definitions


Contingency list


SPS/RAP data


Load rollover schemes

	5
	execute the network data processing (NDP) module.


Review whether the de-energized electrical buses in the Day-Ahead Updated Network Model topology cause any Settlement Points to be totally de-energized. 


Check whether any CRR is sourced or sunk at a totally de-energized Settlement Point.


Review the de-energized transmission lines, or transformer branches.


Check whether any of the de-energized transmission lines, or transformer branches are associated with a Generic Constraint or McCamey Area Flowgate.

The constraint limits for Generic Constraints or McCamey Area Flowgates including de-energized transmission lines, or transformer branches may need corresponding modifications after removing the de-energized transmission elements from the constraint definition. 



	6
	execute the SFT module.


Verify the SFT execution is completed successfully for each of the DAM hours.


If the base case non-linear DC power flow fails, investigate the reasons and resolve the problems.


After resolution of the fatal problems, re-execute the SFT module.



	7
	execute the DSP module.


Verify the DSP execution is completed successfully for each of the DAM hours.


Verify the oversold quantities of violating Constraints


Verify the shift factors of the violating Constraints for all the Settlement Points

	8
	SET the “Publish to MI” flag to “Yes” after DAM Desk completed verification of the SFT and DSP results.

	9
	re-execute the DSP module.


Verify the DSP execution is completed successfully for each of the DAM hours.



	10
	Verify that the SFT solutions are published to the MI Database.

	11
	Create a save case for the Day-Ahead CRR SFT.





	2.4.4
Allocate McCamey Flowgate Rights (MCFRI)

	Step #
	Procedural Steps

	NOTE
	Day-Ahead MCFRI allocations are performed following the execution of the CRR SFT process. The Day-Ahead MCFRI Allocations are posted no later than one hour prior to the scheduled execution of the DAM clearing process. This posting shall occur by 0900.

	1
	Navigate to the MOI display for Day-Ahead MCFRI Allocations in the CRR SFT environment.

	2
	Verify that the reported remaining capacity over each McCamey Area flowgate is greater than 0.


If the reported remaining capacity over each McCamey Area flowgate is less than or equal to 0, the day-Ahead MCFRI Allocation is not needed and the procedure stops here. If not, continue to step #3.

	3
	Review the shift factors for all the WGRs eligible for MCFRIs.

	4
	execute the MCFRI allocation module and review the execution messages to confirm successful completion.

	5
	Review the capacity impact of each McCamey Area WGR eligible for MCFRIs on each McCamey Area flowgate.


The capacity impact of each McCamey Area WGR eligible for MCFRIs on each McCamey Area flowgate shall be non-negative.

	6
	Review the allocation factor for each McCamey Area WGR eligible for MCFRIs for the corresponding McCamey Area flowgate


The allocation factors for all McCamey Area WGRs shall be summed up to 1.0.

	7
	Review the MCFRI allocations.


The MCFRI allocations for all McCamey Area WGRs shall be summed up to the reported remaining capacity over each McCamey Area flowgate.

	8
	SET the “Publish to MI” flag to “Yes” after DAM Desk completed verification of the SFT and DSP results.

	9
	re-execute the DSP module and verify the DSP execution is completed successfully for each of the DAM hours.

	10
	Verify that the Day-Ahead MCFRI Allocations are published to the MI Database.

	11
	Create a save case for the Day-Ahead MCFRI Allocation.


2.5
DAM Input Data Process

Prior to the close of DAM submissions, DAM Desk Operators ensures that the DAM input data received from Market Participants and that prepared by ERCOT are verified and ready for the execution of the DAM clearing process. To ensure the scheduled on-time execution of the DAM clearing process, DAM Desk performs the following processes:


Monitor / Review DAM Submissions and Validations


Review RMR Resource Needs


Create RMR Three-Part Offers


Verify COP  at 0900


Review DAM Configuration Parameter Settings

	2.5.1
Monitor / Review DAM Submissions and Validations

	Step #
	Procedural Steps

	NOTE
	Market Participants submit bids and offers for the DAM prior to 1000. DAM Desk shall monitor and review the submission validations continuously and resolve any problems as soon as possible. 

This task include the following activities:


Monitor/Review participant submission related processes and messages


Respond to participant inquiries related to data submissions


Take necessary actions to ensure normal processing of data submissions



	1
	Navigate to the MOI displays showing the market submission and validation event logs.

	2
	Review the submission and validation messages.

In case that submission/validation error messages are reported in the event log, the DAM Desk Operator shall take actions to investigate and resolve the reported problems prior to execution of the DAM.  If the Operator can not resolve the error messages, the Operator must report the issues to the DAM Desk Shift Supervisor for determination of actions for the DAM. 

	3
	Respond to Market Participant inquiries related to data submissions and validations.

In case the Market Participant request is of time essence, the DAM Desk Operator shall take immediate actions to resolve the problem. In this case, the DAM Desk Shift Supervisor may be consulted to seek additional help for timely resolution of the issue.

	4
	Log  the actions or a workaround measure that the DAM Desk Operator takes to ensure the normal processing of data submissions and validations. 


	2.5.2
Review RMR Needs for Each Hour of the Next Operating Day

	Step #
	Procedural Steps

	NOTE
	On a daily basis, DAM Desk shall coordinate with Day-Ahead System Operations Desk to determine the needs of RMRs for each hour of the next Operating Day. 
This task should be conducted before 0800. 

	1
	Navigate to the MOI display for the COP data.

	2
	· Verify that QSEs representing RMR Resources have reported the availability of the RMR Resources in the COP for each hour of the next Operating Day.

· Check whether the RMR Resources reported in the COP as OUT or otherwise not available for any hour of the next Operating Day are also on ERCOT approved Outages

If the RMR Resources  was reported OUT in the COP for any hour of the next Operating Day and are not on ERCOT approved Outages, the Day-Ahead System Operations Desk shall contact the QSEs representing such RMR Resources for verification and correction.



	3
	Coordinate with the Day-Ahead System Operations Desk to define the needs of RMR Resources for each hour of the next Operating Day.

	
	


	2.5.3
Create RMR Three-Part Supply Offers

	Step #
	Procedural Steps

	NOTE
	RMR Three-Part Energy Offers are created for each hour of the next Operating Day for which RMRs are indicated as available in the COP. This task includes the following activities:


Review input data


Execute the RMR Three-Part Supply Offer creation function


Review the created RMR Three-Part Supply Offers

This task shall be performed prior to 0800.

	1
	Navigate to the MOI display for RMR Resource Three-Part Supply offer creation.

	2
	Review the heat rate curves and limits of RMR Resources retrieved from the Settlement System.

	3
	Execute the RMR Three-Part Supply Offer creation function.

	4
	Verify that the RMR Three-Part Supply Offers are created for each hour of the next Operating day that the RMR Resources are indicated as available in the COP.

	5
	Review operation and environment limitations in RMR agreement. Disable the Three-Part supply offers if it is required by the operation and environment constraints. 

	6
	coordinate  with Day-Ahead System Operation Desk and disable the RMR Three-Part Supply Offers if the RMR Resources are determined to be reserved for future reliability use because of operation and environment limitations. 


2.5.4


	Verify Current Operating Plan

	Step #
	Procedural Steps

	NOTE
	Current Operating Plan should be verified at 0900 to ensure that Generation Resources’ HSL and LSL are available for the DAM energy and AS clearing process and that the HSL and LSL are available for the DAM AS clearing processes for Load Resources. 

	1
	Navigate to the MOI display for the COP.

	2
	Flag those QSEs representing Generation Resources and Load Resources that have not submitted a COP for each hour of the next Operating Day.

	3
	Notify these QSEs of submitting a COP for each hour of the next Operating Day.


2.5.5


	Verify DAM Configuration Parameter Settings

	Step #
	Procedural Steps

	NOTE
	 Prior to execution of the DAM Clearing process at 1000, DAM Desk reviews the DAM Clearing configuration parameter settings.

	1
	Navigate to the MOI displays for setting DAM Clearing configuration parameters.

	2
	review the DAM Clearing configuration parameter settings are set as follows:


Network Security Monitor configuration parameter settings:

[Note: following parameters shall be tuned and updated to QSE before go-live.]

(1)
MVar Flow Scaling Factor applied to MVA Dynamic Rating Limits = 95%
(2)
Base Case Limit is set to base case ratings

(3)
Contingency Limit is set to Emergency Ratings

(4)
Electrical Bus Shift Factor Cutoff Threshold = 0.000001 

(5)
Load Zone/Hub Shift Factor Cutoff Threshold = 0.0 

(6)
Percentage of McCamey Flowgate Capacity for MCFRI Allocation = 90%

(7)
SPS/RAP Trigger Factor (%) = 5%

(8)
Constraint Monitor Margin (%) = 90% 

(9)
Constraint reliability Margin (MW) = 0 

(10)
Constraint Selection Factor = 0 

(11)
Absolute Bus Maximum MW Power Mismatch = 0.5 

(12)
Max Number of Nonlinear Power Flow Iterations = 50 


Network Constrained Unit Commitment configuration parameter settings:

(1)
UC Algorithm = Mixed Integer Programming (MIP)

(2)
Tie-breaking penalty = 0.000001

(3)
System deficit / surplus generation penalty = 600000

(4)
Transmission base case constraint penalties = 500000

(5)
Transmission contingency constraint penalties = 400000

(6)
Non-thermal constraint penalty = 500000

(7)
Reg-Up deficit penalty = 300000

(8)
Reg-Down deficit penalty = 300000

(9)
RRS deficit penalty = 200000

(10)
Non-Spin deficit penalty = 100000

(11)
 Constrained or Unconstrained mode = Constrained


The following Workflow configuration parameters are set as follows:

(1)
DAM execution mode shall be set to DAM/ASIC
(2)
 “Publish to MI” flag shall be initially checked off to prevent the CRR SFT solution from being published prior to operator review. The flag shall be checked on and re-run the Dispatch Schedule Publishing (DSP) module when the CRR SFT solution is ready to be published to the MI Database.

	Notes
	The above DAM Clearing configuration parameters can only be modified by DAM Desk Operator with the appropriate privileges and the approval of the DAM Desk Shift Supervisor. Any changes to these configuration parameters shall be posted on the MIS Secure Area along with the reason for the changes.


2.6
DAM Clearing Process

At the scheduled close of DAM submissions and upon completion of the DAM submission validations, the DAM Clearing process starts. The DAM Clearing Process includes the following tasks: 


Check DAM Submission Close Event


Conduct PTP Option Derating


Perform Ancillary Service Insufficiency Check


Notify QSEs of Ancillary Service Insufficiency condition


Clear Day-Ahead Market


Notify Market Participants of DAM awards


Post DAM Results 

	2.6.1
Check DAM Submission Close Event

	Step #
	Procedural Steps

	NOTE
	ERCOT operators shall reject any offers/bids for DAM after DAM  submission , which is at 1000 unless DAM closing is postponed or aborted. This process will check the DAM close event is in “Completed” status.  

The task includes performing the following activities:


Check the status of “DAM close” event 


Manually trigger this event if necessary


Verify that all DAM submissions before DAM close time have been validated.



	1
	Login to MI MOI. 

	2
	Check the status of “DAM close” event. Normally, this event shall be automatically executed at 1000 and the status show “Completed” then.

	3
	If “DAM close” event is “Normal” or “Hold”, check whether ERCOT issued any notification of extending DAM close time. Refer process: Day-Ahead Market Submission Timeline Deviations 

	4
	If DAM still in normal time line, report event failure to DAM log and manually change status to “Start now”. Confusing – wording not correct --?

	5
	Monitor the status change for this event to “Completed” 

	6
	Verify that all DAM submissions before DAM close time have been validated.
If all are not validated-- ??


	2.6.2
Conduct PTP Option Derating

	Step #
	Procedural Steps

	NOTE
	POD is conducted after DAM bid/offer submissions closes at 1000 and DAM submission validations have completed.

The task includes performing the following activities:


Check Day-ahead dynamic rate data, generic constraints, and flowgates are updated 


Check POD clearing market application system status and configurations


Verify all the input data


Perform/monitor the executions of the POD application functions


Take any actions necessary to ensure on-time completion of the POD process


Review the POD solutions


Publish/store the POD solutions to the MI database


Archive the POD case



	1
	Login to MA MOI

	2
	Navigate to “EMSI Workflow”.

	3
	Check “Study Time” and “End Time” which shall cover tomorrow.

	4
	Check “Workflow” to verify status has been “Completed”. If it is not, check “EMSI Workflow Messages” and refer to process: Perform EMS Data Initialization..

	5
	Navigate to “POD Workflow”.

	6
	Shut down system through click “Shut Down” button. 

	7
	Start up system  by clicking “Start Up” button

	8
	Change the “Execute” for “SAV” to be “OFF” of “POD Workflow Parameters”.

	9
	Set “Publish Data to MI” to  “NO” of “Execution Control Parameters”.

	10
	What should be here -- ????

	11
	Run all POD module and monitor the execution message. 

	12
	Check the ERROR details Go to “POD Workflow Messages” to if any ERROR occurs in execution. 

	13
	verify all the following input data are read correctly:


Outage Schedules


Dynamic Rating Limits


Generic constraints


Load zone data


Hub definitions


Contingency list


SPS/RAP data


Load rollover schemes

If all POD processes are successful, check the following results at “POD Displays”:


Violated Constraint Summary


Derated CRR Summary


Invalid CRR Sumamry 

If there are any suspicions of the solution, check the inputs and network data. After data correction, go back to step# 5

	14
	SET “Publish Data to MI” to “YES” after review the solutions.

	15
	re-execute the DSP module and verify the DSP execution is completed successfully for each of the DAM hours.

	16
	Verify that the Day-Ahead POD results are published to the MI Database.

	17
	Create a save case for the Day-Ahead PTP Options Derating.


	2.6.3
Perform Ancillary Service Insufficiency Check

	Step #
	Procedural Steps

	NOTE
	ASIC starts after the task – PTP Option Derating has completed successfully. The task determines is there are sufficient offers to provide AS from Market Participants and includes performing the following activities:


Set DAM Run Type to the ASIC/DAM mode


Run “Clear DAM Process”


Perform/monitor the executions of the ASIC application functions


Review the ASIC clearing solutions


Notify the ancillary service insufficiency


Archive the ASIC case


Check DAM reclose time


Review / Monitor QSE AS offers resubmission


Set DAM Run Type to DAM only mode




	1
	Login to MA MOI

	2
	Navigate to “DAM Workflow”

	3
	Go to “DSI Execution Control Parameters” of “DSI Displays” and set:

DAM Run Type – “ASIC/DAM”

	4
	Execute DAM through following “Clear Day-Ahead Market” step 1 – step 15

	5
	If all DAM processes are successful, check following results:


Reduced AS Plan And AS Insufficiency


Reserve Summary

If all AS types are sufficient for all hours, complete DAM execution through following “Clear Day-Ahead Market” step 16 – end.

	6
	If any AS type is insufficient in any hour, 


Verify Reduced AS Plan And AS Insufficiency


Edit “AS Insufficiency Information” to be published to the MIS


Set “Publish Data to MI” to  “YES”

	7
	re-execute the DSP module and verify the DSP execution is completed successfully for each of the DAM hours.

	8
	Create a save case for the Day-Ahead AS insufficiency.

	9
	Verify and send AS insufficiency alert to QSE. Refer process “Notify QSEs of Ancillary Service Insufficiency condition” 

	10 
	Check DAM reclose time which shall be automatically set at the current time plus 30 minutes. 

	11
	Review / Monitor QSE resubmission of AS offers

	12
	After 30 minutes  check the status of “DAM reclose” event.

	13
	Monitor the status change for this event till become to “Completed” 

	14
	Login to MA MOI

	15
	Navigate to  “DAM Workflow”

	16
	SETDAM Run Type – “DAM Only”

	17
	Execute DAM through following “Clear Day-Ahead Market” process. 

	18
	Check the DAM AS insufficiency.

	19
	Log any DAM AS insufficiency.


2.6.4


	Notify QSEs of Ancillary Service Insufficiency condition (merge with previous activity)

	Step #
	Procedural Steps

	NOTE
	If ERCOT System Ancillary Service Insufficiency of offers exists, this task performs the following procedures:


An Alert message is composed and issued to the MIS


QSEs are notified of the Ancillary Service Insufficiency Alert message. 


Following this notification, QSEs may submit new Ancillary Service Offers during a submission time period of at least 30 minutes. 


The new Ancillary Service Offers shall be subject to additional submission validations.



	1
	Login to MI MOI 

	2
	Go to “Participant Messages” in folder “Monitoring”

	3
	Verify / Review AS insufficiency report

	4
	Verify that AS insufficiency alert has been sent out


	2.6.5
Clear Day-Ahead Market

	Step #
	Procedural Steps

	NOTE:  
	The task includes performing the following activities:


Check DAM clearing market application system status


Check DAM clearing market application configurations


Verify that submission validations, including AS resubmission validations under the condition of Ancillary Service Insufficiency, has completed


Verify all the input data


Perform/monitor the executions of the DAM clearing application functions


Take any actions necessary to ensure on-time completion of the DAM clearing process


Review the DAM clearing solutions


Take necessary actions to ensure validity/clarity of the DAM Clearing results


Approve the DAM Clearing and Market Participant award solutions


Notify Market Participants of awarded energy and AS


Publish/store the DAM clearing solutions to the MIS database


Verify that DAM results are available to Market Participants on the MIS


Archive the DAM Clearing case

DAM Clearing results shall be posted by 1330.  

	1
	Login to MA MOI

	2
	Navigate to “EMSI Workflow”

	3
	Check “Study Time” and “End Time” which shall cover the next operating day.

	4
	Check “Workflow” status which shall be “Completed”. If it is not, go and check “EMSI Workflow Messages” and refer process: Perform EMS Data Initialization.

	5
	Navigate to “DAM Workflow”

	6
	Shut down system through click “Shut Down” button. 

	7
	Start up system through click “Start Up” button

	8
	

	9
	Navigate to “DSI Execution Control Parameters” of “DSI Displays” and set:


Retrieve MF Interface Data – “Yes”


Retrieve MI Interface Data – “Yes”


Retrieve EMS Interface Data – “Yes”


Use Save Case – “No”

	10
	Navigate to “Execution Control Parameters” of “DSP Displays” and set “Publish Data to MI” to  “NO”

	11
	Navigate to “DAM Workflow” and run all DAM clearing modules and monitor the execution of the application

	12
	Check the details in execution at “DAM Workflow Messages”. 

If error occurs for DAM clearing, check the message display for error details for questioned module. 

	13
	If all DAM processes are successful, check the following results at “Output Display Menu” of “UC Displays”:


Resource Outputs


System Outputs 


Transmission Constraints

If any part of the solution appears unreasonable, check the inputs and network data. After data correction, go back to step# 5

	14
	Set “Publish Data to MI” to  “YES” after 

	15
	re-execute the DSP module and verify the DSP execution is completed successfully for each of the DAM hours.

	16
	Create a save case for the Day-Ahead Market Clearing.

	17
	Verify that DAM awards are published. (Refer process: Notify Market Participants of DAM awards and Verify DAM Result Posting on the MIS)

	18
	Login to MI MOI

	19
	Check DAM solutions are displayed in MOI.


2.6.6


	Notify Market Participants of DAM awards and Verify DAM Result Posting on the MIS 

	Step #
	Procedural Steps

	NOTE
	DAM Desk should verify that the DAM clearing results are posted and ready for participant access. 

This task include the following verifications:


DAM Clearing result XML files are ready for MP access 



	1
	Login to MI MOI 

	2
	Navigate to “DAM Market Results” display

	3
	Verify the DAM solution display:


DAM Energy-Only Awards


Three-Part Supply Awards


CRR Awards


PTP Obligation Awards


AS Awards 

	4
	Navigate to “Participant Messages” 

	5
	Verify / Review DAM awards report XML

	6
	Verify that the notification of DAM results has been received by Market Participants and is clearing prices are available on the MIS


2.7
Processes following execution of DAM

After the DAM Clearing and award process, the DAM Desk shall perform the following tasks:: 


Review/Monitor QSE Ancillary Service Supply Responsibilities


Monitor / Review Trade Submissions and Validations


Conduct DAM Clearing Run in Study Mode


Complete the Day-Ahead Market Summary Report


Validate / Correct DAM Prices

	2.7.1
Review / Monitor QSE Ancillary Service Supply Responsibilities

	Step #
	Procedural Steps

	NOTE
	DAM Desk Operator must review / monitor the COP updated by QSEs following the posting of the DAM Clearing Results and notices to Market Participants of their DAM awards. Ancillary Service Schedules in the updated COP of a QSE should match the QSE’s Ancillary Service Supply Responsibility for each hour of the next Operating Day.


Review Ancillary Service Supply Responsibility; check results


Flag the QSEs that have insufficient Ancillary Service Supply Responsibilities 


Notify the selected QSEs of such insufficiencies


Summarize the result of such conversations in the Desk Log

This check is around 1430

	1
	Login to MI MOI.

	2
	Navigate to “Market Participant Submissions” and “Market Operator Data”

· Review / Monitor AS Trades submissions for next Operating Day

· Review QSE updating COP after DAM

	3
	Navigate to display of QSE AS Responsibility check.

	4
	Review the difference between total AS schedule and Supply Responsibilities by AS type by hour for all QSEs. 


Total QSE AS schedule for an AS type is the sum of AS schedule in all COPs represented by the QSE


The responsibility by AS type by hour should be equal to:

Self AS + AS Trade Sold + DAM awards – AS Trade Bought



	5
	Review the difference between total RRS schedule from Non-CLR and Supply Responsibilities from Non-CLR. 


Total QSE RRS schedule of Non-CLR is the sum of RRS schedule in all Non-CLR COPs represented by the QSE


The RRS responsibility from Non-CLR should be equal to:

Self AS from Non-CLR + AS Trade Sold from Non-CLR + DAM awards for Non-CLR – AS Trade Bought from Non-CLR



	6
	Review the difference between total RRS schedule from CLR and Supply Responsibilities from CLR. 


Total QSE RRS schedule of CLR is the sum of RRS schedule in all CLR COPs represented by the QSE


The RRS responsibility from CLR should be equal to:

Self AS from CLR + AS Trade Sold from CLR + DAM awards for CLR – AS Trade Bought from CLR



	7
	If the difference between QSE COP schedule and its Ancillary Service Supply Responsibilities above a certain amount which will be zero if not specified, set the notification flag to “Yes” by QSE by AS type by Hour

	8
	Send out the warning message through “Send Notification” button.

	9
	Navigate to “Participant Messages” 

	10
	Verify that the notification has been sent to the Market Participants


	2.7.2
Monitor / Review Trade/Schedule Submissions and Validations

	Step #
	Procedural Steps

	NOTE
	Participants may submit trade information anytime throughout the Operating Day. Trades include Capacity Trades, Energy Trades, Energy-Self Schedules, Ancillary Service Trades and DC Tie schedules. DAM Desk shall monitor and review the trade submission validations and resolve any problems with Market Participant submittals on detection of the validation problem. 

This task include the following activities:


Monitor/Review trade submission related processes and messages


Respond to participant inquiries related to trade submissions


Take necessary actions to ensure normal processing of trade submissions



	1
	Navigate to the MOI displays showing the market submission and validation event logs.

	2
	Review the submission and validation messages.

DAM Desk Operator

	3
	Respond to participant inquiries related to data submissions and validations.

In case the participant request is of time essence, the DAM Desk Operator shall take immediate actions to resolve the problem. In this case, the DAM Desk Shift Supervisor may be consulted to seek additional help for timely resolution of the issue.

	4
	Log the actions or a workaround measure that the DAM Desk Operator takes to ensure the normal processing of data submissions and validations. 


	2.7.3
Conduct DAM Clearing Run in Study Mode Remove from desk procedures

	Step #
	Procedural Steps

	NOTE
	The DAM Desk may conduct a DAM clearing run in the study mode. The study mode execution of a DAM clearing is used for what-if analysis/ detailed investigations of certain difficult cases. The DAM clearing results generated in the study mode shall not be reported to market participants or used for settlement.

This task includes the following activities:


Set up the DAM Study Mode environment.


Set up the data sources for the study mode DAM run


Make sure that the study DAM clearing results will not be published to the MI database unintentionally.


Execute the DAM Clearing functions step by step or in Run-ALL mode


Monitor/Review the DAM clearing process and messages 


Review/study the DAM clearing results  



	1
	Login to MA MOI

	2
	Navigate to “System Administration” - “Data Management”

	3
	Select SD1 or SD2 as “Connect to Schema”. Make sure selected schema not to be used by other DAM study

	4
	Check that “SD1” or “SD2” is shown on all display 

	5
	Navigate to  “DAM Workflow”

	6
	Shut down system through clicking “Shut Down” button. 

	7
	Start up system through clicking “Start Up” button

	8
	Find the savecase which you are going to study through Savecase Management tool.

	9
	Restore the Savecase and monitor the restoring process

	10
	Go to “DSI Execution Control Parameters” of “DSI Displays” and set:


Retrieve MF Interface Data – “No”


Retrieve MI Interface Data – “No”


Retrieve EMS Interface Data – “No”


Use Save Case – “Yes”

	11
	Set “Publish Data to MI” to  “NO” at “Execution Control Parameters” of “DSP Displays”.

	12
	Modify the configuration or input data as needed to analyze the DAM. Please refer “Clear Day-Ahead Market”.


	2.7.4
Prepare the Day-Ahead Market Summary Report (Prior to end of shift)

	Step #
	Procedural Steps

	Note
	Operators assigned to the DAM Desk shall log all actions related to data error corrections, market application execution abnormalities and measures taken, changes to market application configurations, summaries of communications with Market Particpants, etc. 

After DAM clearing, DAM Operators shall review their actions and complete the DAM Operation Summary Report.

DAM operators shall also complete other daily internal/external DAM clearing reports. 

(Details will be added later.)  

(Check with Matt whether any NPRR102 posting procedures needs to be covered by DAM operators)

	1
	Go to DAM Operator log.

	2
	Review operation actions have been taken. Complete the log if it is necessary.

	3
	Complete Daily internal/external DAM clearing report.

	4
	Publish the external report to MIS 


	2.7.5
Validate / Correct DAM Prices

	Step #
	Procedural Steps

	Note
	After the DAM Clearing results have been posted to the MIS, any findings, either by market participants or DAM Desk, with incorrect DAM Clearing results shall be reported to the ERCOT Board of Directors.  The Board of Directors may request DAM price corrections.

(Currently, LECG is working on price validation / correcting process. This process will be detailed later.)

	1
	

	2
	


2.8
DAM Timeline deviations

This section establishes the conditions in which the DAM Desk may deviate from the normally scheduled DAM process timelines in the Nodal Protocols and the procedures to be followed when the DAM timeline deviations occur:


Postpone Day-Ahead SFT & MCFRI Allocation


Abort SFT & MCFRI Allocation


Postpone Day-Ahead Market Submission Close Timeline


Postpone Day-Ahead Market Solutions Posting


Abort the Day-Ahead Market Clearing

	2.8.1
Postpone Day-Ahead SFT & MCFRI Allocation

	Step #
	Procedural Steps

	NOTE:
	Day-ahead SFT & MCFRI Allocation processes are normally completed by 0900 day-ahead. Situations which are anticipated or have occurred that may require ERCOT posting SFT & MCFRI Allocation results later than 0900, shall require ERCOT to provide notification to participants as soon as practical. Reference Nodal Protocols 4.1.2

Posting SFT & MCFRI Allocation shall be no later than 1100 (refer TPTF Quick Response document “Guidelines for ERCOT to follow in its DAM business”.) 

This Task include the following activities:


Study the identified Day-ahead application and computer issues


Identify the conditions which requires extending posting timeline


Estimate new posting time 


DAM Desk management approve the delay 


Notify QSEs the delay


Corporate other Day-Ahead processes for the new timeline  

	1 
	Review the following Day-Ahead application  for system issues:


ERCOT by 0600 postings. (refer processes: “Review Network Conditions” & “Review Ancillary Services Requirement”)  


External System Data Interface. ( refer process: “Monitor / Review External System Data Interface”)


SFT & MCFRI allocation process. (refer process: “CRR SFT”)


Any application/database/computer issues

	2
	Communicate with ERCOT production support / EMMS develop about the issues.

	3
	Determine to delay the SFT and MCFRI Allocation process. 

	4
	If delaying the process is needed, estimate how long shall be necessary for the delay of SFT and MCFRI Allocation solution. Note that solution posting time normally cannot be extended later than 1100.

	5
	Inform DAM Desk Shift Supervisor with the estimated time of delay. Operations DAM Desk management (Shift Supervisor/manager/director) will approve the delay.

	6
	Notify QSEs the delay. 


Navigate to “Participant Messages” of 


Create an Alert for SFT & MCFRI Allocation results posting extension. The message shall include:

(a)
Details of the affected timing and procedures;

(b)
Details of any interim requirements;

(c)
An estimate of the period for which the interim requirements apply; and

(d)  Reasons for the temporary variation.



	7
	Verify that the message has been sent to all QSEs. 

	8
	Review impact to other Day-ahead process and incorporate them into the new timeline.  


	2.8.2
Abort Day-Ahead SFT & MCFRI Allocation

	Step #
	Procedural Steps

	NOTE:
	Day-ahead SFT & MCFRI Allocation processes are normally completed by 0900 day-ahead. Posting SFT & MCFRI Allocation shall be no later than 1100 (refer TPTF Quick Response document “Guidelines for ERCOT to follow in its DAM business”.)

ERCOT shall abort SFT & MCFRI allocation if any situations which are anticipated or have occurred will impact ERCOT posting results no later than 1100. A Notification to abort shall be sent to participants as soon as practical. Reference Nodal Protocols 4.1.2

This Task include the following activities:


Study the identified Day-ahead application and computer issues


Identify the conditions for decision to abort


Day-Ahead Market operations management approve the decision to abort


Notify QSE the decision

	1 
	Review the following Day-ahead applications for system issues:


ERCOT by 0600 postings. (Please refer processes: “Review Network Conditions” & “Review Ancillary Services Requirement”)  


External System Data Interface. (Please refer process: “Monitor / Review External System Data Interface”)


SFT & MCFRIe allocation process. (Please refer process: “CRR SFT”)


Any application/database/computer issues

	2
	Communicate with ERCOT production support / EMMS develop about the issues.

	3
	Determine the reasons supporting the recommendation to cancelabort the SFT & MCFRI Allocation process. 

	4
	Inform Day-Ahead Market Shift Supervisor about the reasons to abort. DAM management (Shift Supervisor/manager/director) will approve the decision to abort.

	5
	Notify QSE the abortion of SFT and MCFRI Allocation process. 


Navigate to “Participant Messages” of 


Create an alert for aborting the SFT & MCFRI Allocation . The message shall include:

(a)
Details of the affected timing and procedures;

(b)
Details of any interim requirements;

(c)
An estimate of the period for which the interim requirements apply; and

(d) Reasons for the decision to abort.



	6
	Verify that the message has been sent to all QSEs.

	7
	Corporate other Day-ahead processes for the new timeline.  


	2.8.3
Postpone Day-Ahead Market Submission Close Timeline

	Step #
	Procedural Steps

	NOTE:
	DAM offers/bids submissions are normally closed at 1000 day-ahead. If a Situations which are anticipated or have occurred that may require ERCOT to postpone the DAM close time, Market Participants must be notified as soon as practical. Reference Nodal Protocols 4.1.2

The DAM close time shall be no later than 1200 (refer TPTF Quick Response document “Guidelines for ERCOT to follow in its DAM business”.) 

This Task include the following activities:


Study the identified Day-ahead application and computer issues 


Identify the conditions which requires extending submission timeline


Estimate new DAM close time


DAM Desk Shift Supervisor approve the delay


Notify QSE the delay


Monitor / Review offers/bids submission under the new timeline  

	1 
	Review the following Day-ahead applications for system issues:


ERCOT by 0600 postings. (refer processes: “Review Network Conditions” & “Review Ancillary Services Requirement”)  


External System Data Interface. (refer process: “Monitor / Review External System Data Interface”)


Phase II validations. (refer process: “Review Phase II validations”)

SFT & MCFRI allocation process. (refer process: “CRR SFT”)


DAM submissions. (refer process: “Monitor /Review DAM Submissions and Validations”)

Any application/database/computer issues



	2
	Communicate with ERCOT Production Support / EMMS Application Developers about the issues.

	3
	Estimate how long shall be necessary for the submission extension. Note that DAM close time normally cannot be extended later than 1200. 

	4
	Inform DAM Desk Shift Supervisor about the estimated delay. DAM management (Supervisor/manager/director) will approve the delay.

	5
	

	6
	Login to MI MOI.

	7
	Check the status of “DAM close” event at “Event Manager”. 

	8
	Set “Start Time” of “DAM close” event to the extended time.

	9
	Navigate to “Participant Messages” 

	10
	Create an Alert for DAM submission deadline extension. The message shall include:

(a)
Details of the affected timing and procedures;

(b)
Details of any interim requirements;

(c)
An estimate of the period for which the interim requirements apply; and

(d) Reasons for the temporary variation.

	11
	Verify that DAM close time extention message has been sent to all QSEs.

	12
	Monitor / Review offers/bids submission under the new timeline. (refer process: “Monitor /Review DAM Submissions and Validations”)


	2.8.4
Postpone of Day-Ahead Market Solutions Posting

	Step #
	Procedural Steps

	NOTE:
	ERCOT shall notify Market Participants and post the DAM solutions by 1330 . Any situations which are anticipated or have occurred to impact ERCOT solving DAM, notifying Market Participants of DAM awards, and posting DAM solutions later than 1300, the Operator shall notify all Market Participants as soon as practical. Reference Nodal Protocols 4.1.2

The DAM awards and MIS postings shall occur no later than 1400 (refer TPTF Quick Response document “Guidelines for ERCOT to follow in its DAM business”.) (Yongjun - the 1400 is subject to change based on TPTF decision ) Agree that 1400 is the firm final deadline for DAM awards and postings –MPs need to know by then if DAM will not be run - so they can buy/sell in the bilateral day ahead market..
This Task include the following activities:


Study the identified Day-ahead application and computer issues 


Identify the conditions which requires extending posting DAM solution timeline


Estimate new DAM posting time


DAM Desk Shift Supervisor approve the delay


Notify QSE the delay


Incorporate with RUC Desk to delay DRUC  



	1 
	Review the following Day-ahead applications for system issues:


SFT & Flowgate allocation process. (refer process: “CRR SFT”)


POD process. (refer process: “Conduct PTP Option Offers Derating”)

DAM clearing process. (refer process: “Day-Ahead Market Clear”)

DAM solutions

DAM Result Posting. (refer process: “Verify DAM Result Posting”)

DAM Submissions Timeline Deviations. (refer process: “DAM Submissions Timeline Deviations”)


Any application/database/computer issues



	2
	Communicate with ERCOT production support / EMMS application developers for any software/hardware issues

	3
	Estimate how much time is necessary to extend DAM clearing, award notices and posting times

	4
	Inform DAM Desk Shift Supervisor about the estimated delay. DAM management (supervisor/manager/director) will approve the delay. 

	5
	Notify QSEs of the delay. (Refer process - “Notify Participants of DAM Posting Timeline Deviations” )

	6
	Login to MI MOI. 

	7
	Navigate to “Participant Messages” of “Monitoring”.

	8
	Create DAM clearing, award and posting time extended Alert. The message shall include:

(a)
Details of the affected timing and procedures;

(b)
Details of any interim requirements;(c)
An estimate of the period for which the interim requirements apply; and

(d) Reasons for the temporary variation.

	9
	Send the Alert to all QSEs.

	10
	Verify that the DAM clearing, award and posting time extension message has been sent to Market Participants

	11
	Corporate with shift system operation engineers to delay DRUC


	2.8.5
Abort the Day-Ahead Market Clearing

	Step #
	Procedural Steps

	NOTE:
	Day-Ahead Market Clearing process may not be available due to any application / database / computer system problem. Once ERCOT believesthe decision to a abort DAM delayMarket Clearing--????? , Market Participants shall be notified immediately. Reference Nodal Protocols 4.1.2

This Task include the following activities:


Study the identified Day-ahead application and computer issues 


Identify the conditions which requires aborting the DAM clearing


DAM Desk Shift Supervisor/manager/director must approve the aborting of DAM


Notify QSEs of the aborting DAM 

	1 
	Review the following Day-ahead applications for system issues:


ERCOT by 0600 postings. (refer processes: “Review Network Conditions” & “Review Ancillary Services Requirement”)  


External System Data Interface. (refer process: “Monitor / Review External System Data Interface”)


SFT & MCFRI allocation process. (refer process: “CRR SFT”)


POD process. (refer process: “Conduct PTP Option Offers Derating”)

DAM clearing process. (refer process: “Day-Ahead Market Clear”)

DAM solutions

DAM Submissions Timeline Deviations. (refer process: “DAM Submissions Timeline Deviations”)


Any application/database/computer issues



	2
	Communicate to ERCOT production support / EMMS application developers for any software/hardware issue 

	3
	Study DAM data issues. Identify data issues preventing DAM from executing successfully. Resolve issues if possible. (refer process: “Day-ahead Clear”)

	4
	Identify the conditions which may impact DAM execution completion before 1200.

	5
	Identify the conditions which may impact DAM solution awards and postings before 1400.

	6
	Report to DAM Desk Shift Supervisor.

	7
	DAM management (supervisor/manager/director) will approve the delay. 

	8
	

	9
	Login to MI MOI. 

	10
	Navigate to “Participant Messages” 

	11
	alert and Declare an Emergency Condition. The message shall include:

(a) Details of the affected timing and procedures;

(b) Details of any interim requirements;

(c) An estimate of the period for which the interim requirements apply; and

(d) Reasons for the temporary variation.

	12
	Send Emergency Condition notices to all QSEs.

	13
	Verify that the DAM abortion message has been sent out.

	14
	Corporate with shift system operation engineers to delay DRUC


3.
 Attachments/Appendices

3.1
Attachment 1:  ERCOT Day Ahead Market Report (Typical)

This is left here for reference. Suggest creating DAM Report for each of the DAM Processes.

DAY‑AHEAD Market REPORT

To:  Shift Supervisor
Transmission/Security Desk

Frequency Desk

Hour-Ahead Desk

For Operating Day:

mm/dd/yyyy

A/S Requirements:
Reg-Down:
0000

Reg-Up:
0000

RRS:
0000

NSRS:
0

Shift Supervisor
Names

Operators on Duty

Names

DATE:
mm/dd/yyyy

TIME:       hh/mm

Approximate Peak energy purchased:  xxxxxxMWs  

Hub LMPs at Peak

Houston - $xxxx.xx/Mwh

North - $xxxx.xx/Mwh

South - $xxxx.xx/Mwh

West - $xxxx.xx/Mwh

ERCOT average - $xxxx.xx/Mwh

Hub average - $xxxx.xx/Mwh

Generation offers or load bids short?  

3.2
Appendix 1:  Methodology for Determining Non-Spin Requirement

3.3


Notes: Check the applicability/modifications of this Non-Spin Requirement to the Nodal DAM.

[In Nodal, Non-Spin is a capacity commitment to SCED.  This chart does not seem to fit.]

3.4


[image: image2.jpg]Uncertain
Weather
Conditions

s
13

April, May or
October

Fiigh Temp’
forecast >95F in
W or Houston

Low Temp
forecast <30F in
W or Houstgsr NO

Procure Non-spin
as needed

Procure Nor-spin in

amounts = argest unit

‘oniine for hours witin
85% of peak load

Procure Nor-spin in
‘amouns = fargast
unitonling for ours
projected >95F

Procure Nor-spin in
amounts = argest unit
online for hours within
85% of peakioad and

Toat pickup hours.

Day Anead
RPRS Market

tomorrow that spinni

ves

Al indicates hours'

estimeated to

ing No.

Methodology
for Determining
Non-spinning
Reserve
Procurement

v

Gpan AdjusTT
Period NSRS market
forthosa hours in
amounts> largest unit
oriine

NO adkitonal Non-
spin required

v

NO aditoal Non-
spin required





Appendix 2:  Methodology for Determining Non-Spin Procurement (cont’d)

Use the following in determining the amount of NSRS needed:

1.
If weather conditions for the next day are uncertain, procure Non-spin as needed.

2.
IF the current month is April, May or October, then purchase NSRS in amounts equal to the largest unit online for the hours projected within 85% of peak hour.

3.
For other months of the year,

· IF today’s and tomorrow’s ERCOT high temperature is projected above 95 degrees in Dallas/Ft. Worth or Houston, THEN PURCHASE NSRS in amounts equal to the largest unit online for the hours projected warmer than 95 degrees.

OR

If tomorrow’s low temperature forecast is projected below 30 degrees in Dallas/Ft. Worth or Houston, THEN PURCHASE NSRS in amounts equal to the largest unit online for 
o
the projected morning load pickup hours and 
o
hours projected within 85% of peak hour. 
OR


After the Day Ahead RPRS study or market is complete, the Resource Plan appears to have been updated, and an accurate determination of the need for additional Non-Spin Reserves for the next day can be made, open a secondary NSRS market as needed for hours in which the Market Analyst Interface (MAI) “Capacity Impact” tab indicates less than 3300 MW of spinning reserve.

Reference: 

www.ercot.com  “ERCOT Methodologies for Determining Ancillary Service Requirements – Current”
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