
	MTTF Event Summary

	Event Description: MTTF Meeting
	Date:  8/21/2008
9:30pm to 3:30pm
	Completed by:  Valerie Schwarz

	Attendees:  Kellye Tague – ERCOT, Farrah Cortez – ERCOT, Karen Malkey-CNP, Valerie Schwarz- ERCOT, Trey Felton – ERCOT, Laura Gonzalez – Constellation New Energy, Carolyn Reed- CNP, Kathy Scott – CNP, Jonathan Landry – Gexa, Kyle Patrick – Reliant, Johnny Robertson- TXU ES, Gene Cervenka – ERCOT, Tammy Stewart – ERCOT, Kristy Tyra – Oncor, Dave Michelsen – ERCOT, Jennifer Frederick- Direct
Phone:, Luis Solorio – Ambit,  Kyle Miller – CNP, Monica Jones -  Reliant, Kari Thomas-  First Choice Power, Cheryl Franklin-  AEP, Pam Coleman- AEP, Cary Joseph- Reliant, Annette Morton - AEP

	

	1.
Antitrust Admonition and Agenda Review 


· Admonition Read by K. Malkey

· Agenda reviewed

2.
Approve Notes 

· July 30thth Meeting notes - Approved

No comments or changes

3.     Followup from the Migration of Release 2 Changes 

· The majority of attendees have not had any issues with the migration.

· Everyone did a fantastic job for us to not have any issues with that migration. Still some learning from the changes made, but really appreciate. K- Malkey
· Gexa got an error message using the Usage and Billing subtype, but it was just a delay. After you submit the issue and you have to hit okay and you get it. I have screenshot. - J. Landry
· Could possibly be due to the degradation Marketrak had yesterday. - K. Malkey
· For your Information: For Inadvertent Switch issues we had our own reports to run. We needed to change the reporting structure a little bit in order to capture Inadvertent Gaining and Inadvertent Losing subtypes.  Make sure to change your queries if you have reporting on issues of this subtype. – L.Gonzales
· We updated the state name changes into our queries.  If you are not pulling up results that you are expecting please go back and take a look at the queries to make sure that they have incorporated new state changes. – K. Malkey
· Reminders

· We would like to remind everyone that when you are doing Cancel with Approval we will send out in comments that the transaction has been sent. Some people are really fast to close that issue, but please make sure that that transaction is loaded in ERCOT before you close. There might be system issues that would cause that transaction not to be loaded. – K. Malkey
· If you are submitting an 814_20 issue, the information is not in ERCOT registration system yet so you will always get a warning with the Global ID but you can click OK to keep submitting.

· If the inadvertent automation is turned on, when you are looking at the state change history it won’t show when it transitions to ERCOT. It will go directly to the other party involved (gaining or losing CR). If the automation is turned off and ERCOT manually works the issue, then you will see the state where it transitioned to ERCOT.

· Overall everything is working as designed.

4.
MarkeTrak SLA discussion

· After last meeting, we took our proposal to TDTWG.  We were asked to come back to this group with the proposal of 7:00am – 7:00pm Monday through Friday and 8:00am – 12:00 noon on Saturday.
· ERCOT’s proposal to change planned outage schedule – Trey Felton
· Maintenance window
· Slide 12- We graphed MarkeTrak availability on Sat. We weren’t able to get an hour by hour account since we turn the monitoring off on Saturday since it’s out of the SLA. Average availability on Saturday is 84%.
· Slide 9 – MTTF asked for 18 hours and TDTWG asked to go to 15 hours. We accepted 15 hours for maintenance outages.  We can go with 6:00am to 9:00pm or 9:00am – 12:00am for windows for the first and second Sundays.  The third and fifth Sundays we agreed to keep that at 12 hours: 10:00am – 10:00pm or 8:00am – 8:00pm.
· Whoever would use it on Sunday would give a preference (comment from phone).
· Vote
· First and second Sunday : 6:00am – 9:00pm on Sunday.
· Third and fifth Sunday: 8:00am – 8:00pm was decided as best window.
· Release Window

· For the release window we want to keep it at 36 hours. After discussion at TDTWG and MTTF to see if we could reduce the window to 30 hours, Ercot did more analysis but due to the number of releases coming up and the uncertainty with nodal we don’t feel like we can decrease that window.  But we could move it back two hours: 10:00am – 10:00pm on Monday for the release window.
· Slide 9 has different time for the Release window (10:00am Saturday until 10:00pm Sunday)
· We do send out billing and usage on Saturday mornings for TDSPs.  There is a concern that it might be delayed, but they will get an invoice. – A. Morton
· Let’s keep it as we have it today 12:00pm Saturday to 12:00am Monday
· Availability

· The next set of data has not been sent out.  We found that 97% of the MarkeTrak changes were during the week.  The weekend had about 2% of changes.
· Weekend was about equal from 7:00am-7:00pm Saturday and 7:00am – 7:00pm Sunday.
· Monday through Friday 7:00am to 7:00pm and Saturday 8:00am to noon. Do we want to propose that back or keep as is? – K. Malkey
· 8:00am to noon we can work around that schedule. The people that normally work on Saturday afternoon will just have to reschedule for the morning. –J. Robertson

· Best option would be propose 8:00am to noon on Saturday for extended availability. 

· Agreement Reached: 

· Monday through Friday 7:00am to 7:00pm and Saturday 8:00am to 12:00 noon.

· Questions:
· Does this include automated changes? – A. Morton
· This includes any changes to the database and we would not be able to tell if they are automated or not. This also includes ERCOT verification. We didn’t have time to exclude those.– D. Michelsen
· The only difference that MarkeTrak users are requesting is that the availability from 8:00am to noon as a guaranteed. It doesn’t mean that MarkeTrak won’t be available another time. –A. Morton
· It only guarantees that if we don’t have any issues that it should be up. – K. Malkey
5.
MarkeTrak – Degradation of MarkeTrak – Follow-up on questions to ERCOT, Response Times for both GUI and API – K. Malkey
· List of Questions and Answers from Dave Michelsen.
1. Can ERCOT handle 20 concurrent requests?

a. We process those requests first in and first out so it’s just how quickly we handle them. The difference is if we get a batch of 20 API requests every 5 minutes while we are working others, but we might not be able to get those processed in time.  What we were seeing yesterday during degradation we were getting 350 query detail requests every hour for the API. When we start getting over a certain threshold, which we still have to figure out, we start seeing degradation.

2. What is the maximum number of queries that we can handle?

a. We have a pipe for each of those. The max we can handle concurrently is four.

3. As we get more participants, do we need more servers?

a. Servers are never going to hurt but don’t think that’s the bottleneck. The problem is more on the database size but the archiving will help us we think.

4. Who is measuring API/GUI, etc? uptimes, response times?

a. We have a monitor every 15 minutes. GUI we have a pulse monitor every 5 minutes. Anytime those don’t happen in the current SLA, a message is sent to the report staff.

5. Is anyone notified when there is a degradation, timeout and or no connectivity?

a. Yes

6. Have we looked at anything to monitor response times?
a. Yes we have looked at maybe another monitor.

b. Questions

· When does that come into play? We have a monitor too where we lose connectivity. What about when it is occurring outside the monitoring window? – K. Malkey

· The do not monitor 7:00pm to 7:00am. We just monitor during the SLA. – D. Michelsen

· Do you have an on call? – K. Malkey

· Me. We need to look at 6:00am to maybe 8:00pm. – D.Michelsen
· I’ll take that back. – T. Felton – FOLLOWUP

7. Backlog is around lunchtime. Can we standardize and sequence different companies?

a. No. There is not really a way that we are authorized to treat companies any differently.

8. What is our maximum capability for the market?

a. We had a hard time figuring out what this question was about? What do you mean by capability?

b. We still had the process one by one. One Market Participant wasn’t degradating the other. –K. Malkey

c. We are looking at ways to fan out.  The problem we have a hard time with is the application. We’ve successfully fanned out every other way but the application. We keep tweaking but we are not seeing a big difference when it still bottlenecks at the end.  Just comes down to Serena. 

9. Standard Performance across companies

a. Can everyone (each MP) be guaranteed a level of performance so that one company will not cause another company’s performance to degrade?

1. Current architecture we are really blind to see who the request is coming from. First in first out.

b. Can higher volume companies be guaranteed more throughput?

1. There is no way we can do that right now.  I don’t know if we want to do that. We can look at higher volumes but we can’t distinguish at the MP level.

c. We do notice degradation when we get over 60-80 users. We don’t know why but we are looking at a few options for that systematically. Possibly an auto log off time.

· Can we come up with degradation guidelines for MarkeTrak? – K. Malkey

· One thing we need to do going forward, is working more closely with API users to see what time and how they are processing. We are hitting 2-5 seconds with requests until something bad happens and then we go down. Then it comes back up, we get hit and then goes down again.  The structure of some of the queries might be causing this. We will be reaching out to API users to get more info on their process and what they do and when they do it. – D. Michelsen

· API users are asked to go back and talk about submitting every 20 seconds. – K. Malkey

6.         Request to place a size limit on the Bulk Insert files – L. Gonzales
· Some of the file sizes were mistakes, it’s counting rows that didn’t have any information. 20,000 rows is the highest. Not that big file size-wise.  We are thinking there should be a 8 Mega Byte limitation on any attachment or bulk insert in MarkeTrak. We haven’t come close to that yet. The only change you would see is if you were trying to upload an invalid file you would see an error.
· 8 Mega Byte limit Approved

· When can we implement this? – K. Malkey

· We could change right after meeting, but we can put it in with Release 3 in December so if you  have any concerns you can voice them before it is put in. – D. Michelsen

· If they send 8 Mega Byte files back to back, will that cause degradation? – K. Malkey

· Just regular processing issues. – D. Michelsen

7.         DEV LSE Presentation – D. Michelsen
· We are changing the internal process to get better result from DEV LSE issues. We are trying to stop the bad data out from ERCOT since there are a lot of touch points to get this resolved.  Since we will be making these changes for January, we wanted to take advantage to change process.
· We expanded issue types that now we have too much information on DEV LSE that it’s hard getting the right information from Market Participants and it causes confusion from the approving party.

· 50% of DEV issues were rejected mainly dealing with the registration information. The issues are supposed to be submitted by your 727 extract. Trying to get those two things compatible is very difficult. We are going to have 25 required fields now. In order to reduce this we would like to eliminate the 727 specific fields so when you are submitting these issues you are only validating against the registration information. No UID, Rep Code, profile code, add time, status. Those could be available on request items.

· We feel like this would benefit those submitting issues and us verifying.

· Can we do this for release 3? – K. Malkey

· No, we would have to do it January. – D. Michelsen

· Would the bulk insert templates have to be changed? – K. Malkey

· Yes. – D. Michelsen

· We need to take this back to Market Participants- ACTION ITEM. Bring back an answer at the next meeting. –K. Malkey

· Please let us know any concerns. – D. Michelsen

8. MarkeTrak – Release 3 (update calendar) – K. Malkey
· We need to look at the current MarkeTrak calendar for release 3. Flight dates have changed. So we can focus on the MarkeTrak release. For Release 3 you need to sign up with Gene Cervenka both GUI and API and when it will occur.  Even if it’s voluntary with GUI you need to test if you volunteer because you will be buddied up with an API user.
· SIGN UP FOR TESTING RELEASE 3: September 12th date for sign up: Flight date will be pushed back 2 weeks. October 20th instead of October 6th.  Date is scheduled to conclude will be pushed back as well. We need to push date of testing back a couple of weeks too.  It will conclude on December 2nd. – G. Cervenka

· Do we want to align sign up with regular flight testing?  It would be September 3rd through 10th.  We would need to send another notice in regards to Release 3. We will confirm 2 days after the deadline the people who have signed up.– G. Cervenka
· TDSP ESI ID TESTBEDS:  TDSPs will have to resend the test ESI ID beds since Release 2’s beds will be completely wiped out.  Gene, when would you like TDSPs to send these? – K. Malkey

· It would be in conjunction with the flight tests. October 13th (changed to the 7th) is when TDSPs will have test beds in.  They can start sending them as soon as they are ready.  Please have them in by September 30th.

· TDSPs will need to send a list of ESI IDs for sandbox and a list of ESI IDs for CERT testing.  Specify these two different lists when sending them in. –K. Malkey

· Any ESI IDs that you used for release 2 can be reused.  You won’t have to send any 20s in.  We’ll check the testbed that you send us, but you won’t have to resend the 20s unless ERCOT notifies the TDSP that ESIs are not in our system. The sooner you can get them into us the better. – G. Cervenka

· DIGTAL CERTIFICATES: Market Participants who tested for Release 2 can reuse their digital certificates for testing Release 3. New Market Participants wanting to test for Release 3 will have to be issued new ones.

· SANDBOX: Sandbox will open September 22nd (Switching flight will not affect this date).

· Since the opening day is the same we can keep the end date. December 8th- 12th will be cert testing. Contingency would have to overlap with transaction testing and have contingency 8th- 12th..
· Cert test is December 1st through December 5th and then contingency for 8th to 12th. Sandbox is closing November 10th.  Can we get it longer? – K. Malkey

· We can push it till the 11th. – G. Cervenka

· Sandbox will close December 11th, connectivity test with cert testing. Production migration will occur December 13th.  With this release you think it will be another 30 hour migration? –K.Malkey
· No it won’t be as bad. We imagine it will be closer to 20 hours. – D. Michelsen

· MARKET TEST ORIENTATION:

· Will we be having another Orientation for Market Testing? – K. Malkey

· Yes we can provide one unless there is no need (no new Market Participants). –G. Cervenka

· What would be the tentative date? –K. Malkey

· November 20th, 2008 – G. Cervenka

· RELEASE 3 TRAINING:

· Training is still on schedule with the Release 3 information covered in the Workshop on November 21st. – V. Schwarz
· Questions:

· Is there any reason that you have to wipe out everything? – C. Reed

· We will get a copy from ITest so everything will be overwritten. – G. Cervenka
· How can we validate that our 814_20s have loaded successfully? – K. Malkey

· We have a toll to look at the 814_20s. We can do that internally. –G. Cervenka

· Is there any certain criteria you will need with the 814_20s? – K. Malkey

· They will need to have the start dates that are concurrent with our SIM date.  Their start date will need to be prior to July 1st. – G. Cervenka

· AEP is going to be sending in their substation changes. Will this affect the testing? – K. Malkey

· I will check on the date that they will refresh our information to see if it will cause any effects. – G. Cervenka – FOLLOWUP
· Since everything is going to be wiped out, anything that needs to be tested needs to be in. Can we get the wsdls earlier?  It will take some time to code? – C. Reed
· I will check on the availability of the wsdls. – G. Cervenka - FOLLOWUP
· SUMMARY:

Item                                                         Date

Sign up for Release 3 testing
September 12,2008
Test beds to ERCOT
In by September 30th. Must be complete by October 7th
Sandbox Open
September 22nd
Sandbox loaded with Release 3
Possibly earlier than October 13th
Test Matrix
November 4th
Sandbox Close
December 11th
TDSP communicate testbeds to ERCOT
Sept. 30th – October 7th.
Orientation Market Testing
November 20th (if there are new MPs)
Production
December 13th
CERT Test for Release 3
December 1st – 5th
Contingency
December 8th – 12th
9. MarkeTrak User Guide Updates/Additions for Release 3 changes
· We would like to have changes/updates done so it would coincide with the training.  Take the redline that is already posted and make sure that any of the items that we don’t have to go back and change anything.

· Send items that you see need to be updated to me (such as making comments visible) to Karen Malkey and we’ll assign it to someone to update.
· Dave Michelsen volunteer to do the Reporting Section.

· We need to review every section because changes in Release 3 might impact those other sections of the user guide. –K. Malkey

· Most of these are going to be the same issues, once we get in one the others might follow. – L. Gonzales

· Let’s try to have all of these sections done by September 11th, next meeting date. –K. MalkeyOctober 13th is too long to wait for the sandbox to open before we can make the user guide. – C. Reed

· Let’s find out when the sandbox can open and when we can get things loaded, we might determine the other meetings based on that for the users guide.

· User Guide Assignments for Phase 2 updates

· Ones without dates are ones that are new.

· Taskforce would want to go with the original assignments and see if we need any clarifications on what is out there.

· Go back through user guide, work the issues in production. If there is anything that needs to be clarified or changed, bring back for September 11th meeting. – ACTION ITEM
· At the September 11th meeting we will set the meetings for that after we get confirmations on dates so you can possibly get in the sandbox before creating that section of the user guide. – K. Malkey

10. MarkeTrak Validations – Carolyn Reed
· I would like to recommend that two of the validations (ESI ID and Global ID Dup checks) be defaulted to on and not be changed within Bulk Insert. We had an issue where many duplicates were sent IAS issues and had to be sent back.

· ESI ID Duplicate, Global ID Duplicate and ESI ID Validations are suggested to be changed.

· There might be a whole other issue that has that same ESI ID or Global ID. –T. Stewart

· We can maybe see that we can check this for the same subtype. – D. Michelsen

· If we can change it to duplicates for the same subtype I will be satisfied.- C. Reed

· What if the issue was withdrawn? – J. Landry

· You would be able to see in the GUI warning, but the biggest problem is in the Bulk Insert. – L. Gonzales

· We could do Global ID Dup Check, default to on, not updateable, only apply to issues of same subtype, not in a state of withdrawn or closed by submitter. – D. Michelsen
· We will probably not get it until January since it’s a clean up calendar spot. I will let you know next meeting when this could be implemented. – D. Michelsen- FOLLOWUP
· We are going to look at scenarios that would need multiple issues for the same global of the same subtype with the same state.
11. Retention of MarkeTrak Data – 13 months online plus 2 years archived taken back to companies

· Anyone take back to their companies?

· We would have to depend on our other avenues.  Would the 740 have the same stipulations? We get some issues that go way back. – C. Reed

· We could still provide that information if you needed it. You just have to ask for them. It just wouldn’t be online. – D. Michelsen

· Would you be able to enter in old issue number?- J. Landry

· We could retail all info on the screen, but just wouldn’t retain the history. You would be able to see the issue info. – D. Michelsen

· As long as they can be somehow referenced I think it’s acceptable. –J. Landry

· I agree – C. Reed

· AGREEMENT REACHED: Everyone is in agreement that 13 months online and 2 year archived as long as when we archive we lose the state change history on bottom and top but not actually screen on MarkeTrak.
· Any timeline for this? – K. Malkey

· No. – D. Michelsen

· Can we see about bulk insert issues and if there is any bandwidth that can be withdrawn. – ACTION ITEM
12. Review 2008 Goals
13. Other Items

· Wondering if we could hold off Market Participants getting their portal certificates until after trainings, if they are online.
· If you restrict people from TML you are restricting them from Report Explorer. –J. Frederick

· Administrators can grant internally.  We might want to put this in as an Admin role.

· Bulk Insert template to include drop down features?

· It would be hard especially with contingencies. We’ll take a look at it. –D. Michelsen

	Action Items / Next Steps:

	ACTION ITEMS

1. DEV LSE-  We would like everyone to take back to their companies the idea of removing all SCR 727 fields from DEV LSE issues. This would reduce the amount of invalid issues from those MPs that have not utilized this extract.  Please bring back feedback to next meeting.- ACTION ITEM. 

2. Go back through user guide, work the issues in production. If there is anything that needs to be clarified or changed, bring back for September 11th meeting. – ACTION ITEM
3. Can we see about bulk insert issues and if there is any bandwidth that can be withdrawn. – ACTION ITEM
FOLLOWUP
1. Gene Cervenka will follow up on any effects AEP’s substation changes will cause to the testing environment.
2. Gene Cervenka will follow up on the availability of the wsdls and if we could get them earlier.

3. Dave Michelsen will follow up on when we could get the Bulk Insert validation changes implemented in MarkeTrak.



	Hot topics or ‘At Risk’ Items:

	


