
	Event Summary

	Event Description: DEWG/SDAWG Meeting Notes
	Date:  08/18/2008
	Completed by:  Craig Dillon

	Attendees:  
PHONE:

Jim Galvin – Luminant

Kyle Miller – Center point

Annete Morton – AEP

Earle Maddy – Cirro

Halika – Austin energy

Lee Star – BTU

Jackie Ashbaugh - ERCOT

ONSITE:
Phyllis Castillo – Reliant

David Forfia – ERCOT

Johnny Robertson – TXU

Heddie Lookadoo – NRG

Jennifer Frederick – Direct

Becky Meyer – LCRA

Heather Jo Boisseau – LCRA

Trey Felton – ERCOT

Debbie McKeever - Oncor



	

	Agenda

1.

Antitrust Admonition and Agenda Review

J Galvin

9:30 a.m.

2.

COPS Summary

J. Galvin

9:40 a.m.

3.

Risk Cost Analysis for EMMS

T. Felton

10:00 a.m.

4.

ERCOT Report Extract Issues (DEWG)

T. Felton

10:30 a.m.

5.

MOS Public API Terms of Use Document

T. Felton

11:00 a.m.

6.

NODAL COMS Update

SDAWG

11:30 a.m.

7.

Lunch

 

12-1

8. 

Sample Data Discussion- DEWG Team

DEWG

1:00 p.m.

9.

Phase II Style Sheet

H. Lookadoo

1:30 p.m.

COPS Summary – James Galvin

· Extract issues – in investigative process – awaiting details – Trey Felton will update

· Trey Felton – follow-up agenda regarding MOS public API terms of use

· Sample data discussion – delay of nodal – opportunity to take some initiative on own to create sample data to get to ERCOT
· PHASE 2 stylesheet discussion – Heddie Lookadoo

· Annette Morton– looking to see where DEWG update to COPS is – is it posted on 8/12 COPS meeting materials – should be there – 

· Jim Galvin will check by email to Rick to see why not posted on COPS meeting.

JIM GALVIN– Overview of Last COPS Meeting

· will impact settlement and extract developments or inclusions of info in extracts based on direction advanced metering takes

· Task force formed by RMS

· Encouraged by COPS that DEWG shadow process closely

· Expect will be potentially some assignments related to that task force

· At minimum, as Work Group, DEWG/SDAWG should be aware that that task force is reported back to us.  Jim Galvin will call in if does not attend to keep up to date.

· Encourage all DEWG participants to participate

· Related to report provided to COPS

· Much centered around standard updates

· From July meeting, saw extract issues list that was fairly small

· # of issues from may/June/July – had post mortem on 4/22 failover that impacted significantly the extracts after that

· Noted that EDS 4 update from ERCOT staff was due to delay in nodal market, so not necessary for calendar til schedule update is avail.

· Email from Ron Hinsley – won’t be delivered on 8/20 – still testing CIM importer

· Don’t expect update til October board meeting

· DEWG will be in holding pattern for eds4 – will keep getting updates from nodal COMS perspective

· Follow-up item on sample data extracts

· Ability to create from ERCOT perspective is highly complex

· Large time/resources – ERCOT cannot do at this time

· CDR from Art Deller from last meeting – # had changed since original survey results

· 30-35% will not institute using extracts

· # is down to 20%

· MOS Public API Terms of use – screen scraping

· Had asked Trey Felton to do deeper dive to get details around some common reports/displays being hit as well as ERCOT procedures re: repeat offenders – update from Trey Felton today

· Siebel tools/ Verifiable Cost (VC) disputes – what tool will look like and refining VC details

·  Halika  asked question regarding advanced metering – can we discuss?

· Crosses retail and wholesale. 

· Anything involving metering – resource or load will impact wholesale

· Lee-Distributed generation meters and new profiles being discussed for photovoltaic customers as well as implementation of various other metering coming from this group will have wholesale settlement impacts

· DEWG needs to watch

· Negative usage and profile type – how handled (uplift cost) relating to ratio share.

· Kyle Miller – substantial settlement impact – not now but in long term. Use initial data in initial/true=-up rather than having data profile. Each ESIID will have real settlement at initial settlement. I think from QSE perspective will change the way you shadow settle in that area.

· Trey Felton – EMMS Infrastructure Cost/Risk Analysis

· Discussed as a followup to last month’s briefing on 4/22 Database failover

· Aaron Smallwood presented at TAC and DEWG asked to present regarding HARDWARE/infrastructure

· Went over slides

· Becky Meyer – Did it make sense to look at an option dealing with outsourcing of just the storage or partially outsourcing – regarding mitigation?

· David Forfia- 7 year old systems don’t support that at all. Either pick up everything or will have to live with what you have. Cannot break apart the system. Cannot take market system storage and move to external data center – have to do all of it.

· Aaron presented to TAC – due to data center constraints, options 2 and 3 are not feasible – option 1 is what we have for time being.

· Annette Morton – since 0 cost to maintain current infrastructure, is a timeline for review of this in future?

· Trey Felton – will check on this. Continuing to review to make 2/3 options feasible. Unsure of timeline

· Jackie Ashbaugh – review is interim, because this changes with nodal. Systems being replaced with Nodal

· Annette Morton - Vendor support of application/database hardware on alternative (as is) – is that anticipated to remain in place or will ERCOT have to do this internal with no vendor support?

· David Forfia – hardware supported by vendor for 2 years – continue til system replaced.

· Heddie Lookadoo – any input from TAC?

· Option 1 – risk of losing all data. How well are systems mirrored? 2/3/4 times redundancy?

· David Forfia – market system tiered 4 times – active and passive in each data center – mirrored between both sites.  In April did not failover as we wished and held data being replicated and had to get the data synchronized.  We did not split the data as seamlessly

· Heddie Lookadoo – last time system updated/upgraded? Since nodal was coming in December, upgrades held.  When was hardware/software updated?

· David Forfia- hardware/software monthly. Wholesale upgrade of system – at least 3 years. Every part that is part of storage array has been replaced over time. Equipment is getting old and limited spare parts on market

· Heddie Lookadoo – can data storage handle what is going to be coming in?  Some data (true-up) going forward – will it capture this data with no issues? If you look at timeline, 11 month timeline stated to TPTF. That is over another year of data plus true-up data and these systems are old. 

· David Forfia – currently keep 3 days of data.  All other exported to data warehouse. Full refresh of architecture and platform this year.

· Heddie Lookadoo – have had comments on this and risk of failing?

· David Forfia – yes, maintenance on schedule and constantly shopping spare parts market for drive controllers, motherboards, because cycle time to get from vendor is quite long, so we keep in storage for us to replace everything to rebuild entire server.

· Heddie Lookadoo – if we went year and half with no upgrades risk of failure is extremely high?

· David Forfia – risk is higher than we prefer.  Equipment fails when new or old – our equipment is old and continually replaced – every component has been replaced as it breaks. If something breaks, it’s replaced.  Every 3 years have replaced every drive and RAM chip – just getting old and not manufactured. 

· Lee Starr – question – as move forward for 12 months during nodal implementation, risk factors due to hardware and architecture and new systems being implemented – aren’t you peaking with risk for failures of data as transition to nodal and failure of nodal as start up new equipment. Heading toward higher risk due to situation?

· David Forfia - agree – risk higher and risk factor will continue to increase

· Lee Starr – higher risk for Nodal if systems would have been replaced/maintained in orderly fashion.

· David Forfia  - systems have been replaced, but with nodal implementation, decision made not to fully replace due to nodal replacement. Due to nodal delay, systems must be delayed – will have higher risk.

· Heddie Lookadoo – 3 alternatives being discussed in TAC?

· Trey Felton – ERCOT is going to reanalyze data center constraint for option 2 and 3 for cooling/power. Unsure if Aaron will review with TAC 

· Johnny Robertson – If another event like April, what is cost to market?

· Trey Felton – reviewed slides – estimated at 400 hours labor + 600 hours ERCOT – (slide 3)

· Phone question (name not identified) – 2008 line item – slide 8 – how are these costs funded?  Is this taken as part of the admin fee or is this taken from project list?

· David Forfia – normal operating cost – general fee out of operating budget.

· (same participant asking) Will this have future impact on fee moving forward? Potential portion of this being increase in admin fee?

· David Forfia – most are labor hours and those were forecasted in fee case.

· (Unknown participant asked) Has there been a study of impact related to these particular costs?  All 3 alternatives indicate increase in admin fee from these alternatives. 

· David Forfia – Only hours put in budget.  All appear to be forecast in option 1 with labor rates.  

· Trey Felton – will talk with Aaron to discuss

· (Unknown caller asked) Was the impact discussed in TAC?  

· Trey Felton – unknown.

· Heather Jo Boisseau – is risk taken into account with all 3 alternatives to shadow go-live and slower schedule?

· David Forfia – these were done before nodal slide occurred.

· Trey Felton - extract incident report log:

· Went over spreadsheet

·  8/4 extracts PPT presentation – TREY FELTON

· Lag is now 3 days (EMMS data) – was 3-4 days

· Root cause analysis in-process

· Earl Battey – Cirro – what steps being taken to ensure file corruptions and file system corruptions do not happen in future?

· David Forfia – added to QA script. This database is largest database – this error missed in QA scripts UNIX admins use – has been added.  Competing vendor has included in their error-checking process also.

· Becky Meyer – Is this not result of infrastructure but process?

· David Forfia – yes, rules followed. Mounted drives across multiple systems. This system has over 1000 drives – this was flaw in process – was verified clean. Scripts did not detect nor did verification tools.

· Becky Meyer:  were employees – the hands on UNIX admins - involved in process failure contractors or employees?

· David Forfia – blended staff.  ERCOT staff building scripts to sign procedures. Last signature is Dave (self)

· Earl Battey – any steps to separate data and backup from being on same server?

· David Forfia – RMAN backups require using the same server. Modified scripts to ensure no cross-mounting moving forward.

· Lee Starr - Comment – appreciate you getting us what you can and what you know now.  Will have discussion next month. Good detail and appreciate effort.  

· TREY FELTON – will have more next month.

· Trey Felton- MOSPUBLIC Terms of Use 
· Ver .05

· Updated excel spreadsheet. Added ERCOT refresh rate to Terms of Use.  The new query rate is roughly 4 times per refresh period (as requested in last meeting).
· Screen scraping excel spreadsheet.

· Went over IPs blocked since last meeting
· Trey Felton – Procedures when blocking an IP – Contact Account Managers to determine if its an MP, and want them to look at systems to see what query rate is set at – once set correctly we will unblock. Last blocked IP it took ERCOT 30 - 60 min to get unblocked once contacted.

· Annette Morton: do you have those instances where blocked on document? 

· Trey Felton - No – have name of company on them.

· Jim Galvin– next steps with document?

· Trey Felton – like to go ahead and post to ERCOT.com if it is agreed that this will work for market.  #s in yellow are verified that we can support that. #s matched DEWG/QMWG to get blessing of both working groups.

· Jim Galvin – 2 groups represent scope of audience and anyone else who may have been interrupted.  I have no problem providing DEWG endorsement, but QSE managers group may be next place.  At some point will limit what is being done in market.  What is plan to ensure this is broadcasted to all people who need to see this?

· Trey Felton – probably market notice and terms of use hyperlink on ERCOT.com, will add to section 6 referring to this information. Incorporate rather than create whole new document.  As far as get signed off, post and keep open communication with Working Groups for changes.

· Jim Galvin – final document by next month’s meeting?

· Trey Felton – believe so.

· (Unknown caller asked question (Annette?)) – how should comments be handled? In the public notice, are you going to include names of committees running by and perhaps chair-people to ‘cc’ them on comments?

· Trey Felton – yes, can do this.  Wasn’t planning to or not… 

· Jim Galvin – I think this is good.  Logic behind document makes sense. Should be noticed that once finalized, it is a behavioral requirement related to public website.  The more exposure and commenting available is critical.

· Becky Meyer – from earlier presentations: 

· Becky Meyer – LCRA Infrastructure discussion – in follow-up discussion Find out what risk looks like on complete failure – something related to potential non-recoverable

· Follow-up on April incident – please include in root cause discussion how ERCOT incorporates change management in these problems/processes?

· Table sample data til next month – HEDDIE LOOKADOO REQUESTED ADD TO AGENDA

· Jackie Ashbaugh –COMS Update 

· Info hotspots under report readiness

· Extract specs and DDLS and SSDs

· Some updates to COMS Specs as well as EDW specs

· COMS had cleanup of general list by category and addition of report id’s by RMI units/capacity factors

· EDW specs – same cleanup as list of data services by category

· All info to date posted

· MP Dispute extracts/cart extract/late fee extracts

· CART were not trying to make specific/posting separate for RTM and DAM, so will see file name changes where will be zip file called RTM and file called DAM posted in same area

· Couple of updates for late fee and CART extracts.

· XML, have cleaned up product owners – Barnes software switched to Mandy Ball

· Product name updates – remove auxiliary backcasted load extract – no longer in nodal. 

· Added in NEXML the applications market uses MarkeTrak, delete – will be in TML/MIS as well

· Kyle Miller – backcasted going away?

· Jackie Ashbaugh - No, auxiliary going away.

· DDL update – updated posting of ddl/xsd –missing constraints.

· Updated posting every Friday
· Continue to work on user guides
· Today – posting (tonight) will see outage/nodal readiness FAQ document under nodal reports/key docs.

· This is combined list of all questions continue to get from MPs as well as answers.  Adding in FAQ and user guides.

· Jim Galvin – go back to sample data concept and run question by you – if at all possible to have some sample data put together into format through current ddls, (easily done) by an MP instead of ERCOT, would ERCOT be able to review output and comment on likelihood of being accurate as to what is coming out through process?

· Jackie Ashbaugh – likely ERCOT would be able to assist, but it depends on the extent (eg constraints, joins, etc) – would have to review. 

· Jim Galvin- possibly csv or XML format – could ERCOT review samples created by 3rd party

· Jackie Ashbaugh– depends on extent of review. 1 data record for correct data type is different than having to review all constraints, joins, etc. – will discuss offline so can get details of what is being requested.

· HEDDIE LOOKADOO – Phase 2 STYLE SHEET

· September last year ERCOT mentioned could probably provide style sheets to replace Client Data Reports for the settlements CODE/MODE extracts. 

· ERCOT cannot make available due to changes with Nodal timeline and commitments to only Protocol requirements, but could possibly write insert into protocols to allow stylesheets for those relying on CDRs.

· WENT OVER PRESENTATION

· Jackie Ashbaugh– suggestion – because stylesheets don’t fit into protocols, might be SCR. Note from Troy Anderson, if not changing protocols, use SCRs.  Not sure where this one falls. ACTION ITEM.
· Heddie Lookadoo – this is only place I could find that would fit in protocols.  So where else would I actually determine how to create them and get into protocols. 20% of market relying on this.

· Jackie Ashbaugh – even without providing style sheet, MPs are still able to create macros/processes on their side to make it work. Using data that extracts are providing for that approved operating day, not sending DAM/RTM – have to be lined up to be in dataset.  

· Heddie Lookadoo – XML/csv – went through csv/xml controversy –

· Jackie – ERCOT did not commit but would account for in timeline – if available would produce stylesheet.  ERCOT asked to only provide what is required in proto. In that regard on where goes, not a bad place but not sure if right means.  Not providing data in different manner – still providing frequency req’d in protocols – but based on emails in last week would be protocol change or SCR.  Needs follow up with PMO and market rules to follow up. 

· FOLLOW UP to ACTION ITEM (Craig Dillon) – Upon ERCOT review, it has been determined that due to the resources that would be required to accommodate this request, the most appropriate means to address this need would be to submit an SCR that would be included in the Nodal Phase 2 project Post Go-Live.  This would ensure that this effort is approved through the stakeholder process.



	Action Items / Next Steps:

	· Trey Felton –check on timeline for review cost to maintain current infrastructure
· Trey Felton –Reanalyze data center constraint for option 2 and 3 for cooling/power. Check to see if Aaron will review with TAC 

· Trey Felton –talk with Aaron to discuss increase in admin fee from 3 EMMS Infrastructure alternatives. 
· Trey Felton - (MOSPublic) - add examples of blocked instances to section 6.
· Final document by next month’s meeting
· Trey Felton –(MOSPublic) - include comments and names of committees running by and perhaps chair-people to ‘cc’ in subsequent market notice
· Trey Felton – (Failover) - Find out what risk looks like on complete failure – something related to potential non-recoverable

· Trey Felton – (Failover) - Follow-up on April incident – please include in root cause discussion how ERCOT incorporates change management in these problems/processes?

· Craig Dillon/Jim Galvin – add Sample Data conversation to next meeting’s agenda
· Craig Dillon/Jackie Ashbaugh – follow-up with PMO regarding Stylesheet conversation (SCR vs. PRR) [Follow-up has been done – see last item in meeting notes for determination]
· Eric Goff – has assignment change. Per Lee Star, Eric is moving to different company. 




