
	MTTF Event Summary

	Event Description: MTTF Meeting
	Date:  7/30/2008
1:00pm to 3:30pm
	Completed by:  Valerie Schwarz

	Attendees:  Karen Malkey-CNP, Valerie Schwarz- ERCOT, Trey Felton – ERCOT, Laura Gonzalez – Constellation New Energy, Monica Jones – Reliant, Carolyn Reed- CNP, Kathy Scott – CNP, Debbie McKeever- ONCOR
Phone: Johnny Robertson- TXU ES , Annette Morton - AEP, Rachel Byars- Direct Energy, Norman Taylor – TXU ES, Eric Schall- CNP, Kim Oblinger – Accent, Farrah Cortez- ERCOT, Dave Michelsen – ERCOT, Hope Parrish – ERCOT, Christian Brennan – ERCOT

	

	1.
Antitrust Admonition and Agenda Review 

· Admonition Read
· Agenda reviewed

2.
Approve Notes 
· June 6th Meeting notes - Approved
No comments or changes
· June 12th Meeting notes - Approved
No comments or changes

· July 1st Meeting notes - Approved
No comments or changes

3.     MarkeTrak SLA 
· Request from Market Participants to extend the service level availability for MarkeTrak
· Who was in support of the modified time for the weekends in the SLA? We should make this an action item for the Reps. – J. Robertson
· Would you want to have this extend through Sunday? – K. Malkey

· I don’t think it would be any good since ERCOT is usually down on Sundays. – J. Robertson

· Even though ERCOT has an outage doesn’t mean that MarkeTrak is affected. – D. McKeever
· In the notices if MarkeTrak is not impacted directly will it need to be included? –K. Malkey

· MarkeTrak is usually not going to come down unless the systems they communicate with are down, but typically it only comes down when there is an update to MarekTrak – D. Michelsen.

· Can we look at the notices so that they don’t include MarkeTrak? – K. Malkey

· Yes, we can look at those. – D. Michelsen

· I propose time looking at it to be Monday through Saturday 7am – 7pm for MarkeTrak availability. – J. Robertson
· TDTWG is looking at the retail SLA. The problem is for the specific timing.  It’s hard to judge the attendees to report to making it 7:00am to 7:00pm.  We needed to come back to the MarkeTrak Task force group so that we can discuss it for the other proposals for the SLA. We will need to discuss it next week.  – A. Morton

· The new proposal would affect it on the fourth weekend. But the rest of the weekends it would be 7:00am to 7:00pm. 

· Retail SLA Proposed Changes – T. Felton
· We saw that in week four we had a lot more transaction volume. About 35% fewer transactions on week 4.
· Proposal 

· Move the 36 window to week 4. 

· Week 1 and 2 have the 18 hour window. 

· Week 3 has the 12 hour window.

· Week, which we currently do not use, will have the 12 hour window

· It matches up to have a quarterly release so we can work on any issues we have time for.

· For the actual SLA, we didn’t change actual verbiage since we still have Monday through Friday 7:00am through 7:00pm. If we moved to Saturday there is not a conflict for weeks 1, 2, 3 and 5.  The only conflict would be week 4. Saturday noon to Sunday midnight.

· We only went over time 3 times for the 12 hour and once over 18 hours. This is the reason we are making this proposal.

· Questions/Comments

· On your first screen.  Were you including the 810 and 820 transactions? Those are point to point so they shouldn’t show up. – Kathy Scott

· Activity is more in the first of the month. So that doesn’t show in diagram. We have to project that out in cycle 3 is the first day of the month. You would think that it would show different volumes in that diagram.  IDR meter are chose to be read on the first of the month. Our volumes show high at the end and the first of the month. – D. McKeever
· Do we usually have a couple of days out for scheduling requests?
· We deal with more commercial. It is usually queued up in advance. Yes, we have priority Move ins but those are very few. – L. Gonzales

· Not weeks out but it would be more like 5 or 7 days – M. Jones

· We can go back and run different queries. – T. Felton

· Are you looking at all 867s? – K. Scott

· It should be all. – T. Felton

· We try to stay under the window of 46 hours. The average was 24 hours. Since the average is 24 hours, should that be our target for the release window rather than 36?

· That can be discussed but that would make us over 3 times this year. -  T. Felton.

· We are trying to anticipate some questions at TDTWG and RMS when the request is for an additional maintenance window, a lot of people are going to ask why do we need it.

· Why do we need the extended time, because many of us get reports on Sunday evening? That would not give us any time.  Maybe we can shift the time so that we can have that time in the evening to run reports. For week one or two can we start at 6:00am rather than 8:00am? – K. Malkey

· Wholesale batch would make a conflict since it does communicate with some Retail systems. I don’t see a way around that but we can take that back. – C. Brennan.

· Why do we need additional 6 hours?  What will be the response time on Monday to get back up and running?

· You still have 7 hours for it to cache.

· Johnny stated that they have people working on Saturday and Sunday. The SLA proposal means you would not be able to see on Sunday.  What is this impact on your organization? – K. Malkey

· Probably minimal. We would just have to know when the windows are so we can know when it will be available. – J. Robertson

· We would like to make a recommendation to ERCOT for the Sundays to be 2am to 8pm. – K. Malkey

· Is this something we are trying to integrate into the MarkeTrak SLA? – C. Brennan.

· We would like to increase the availability by one day. – K. Malkey

· When TML is down and we are trying to work MarkeTrak without TML will cause problems. TML is just as vital to us as MarkeTrak. – J. Robertson

· I’m not sure what we do about that since the Retail parts of TML are so intertwined with the Retail Market Processing, it would all be down. – C. Brennan
· There are not too many 5 week months. Is the reason for the 12 to 18 hour because the change you’re making is so complicated or are we doing too many things in one weekend of 12 hours? – A. Morton

· Occasionally, we have to do a multitude of changes but that’s not typically where we run into the issues.  We are usually installing Windows, Linux, etc. patches and it takes time to get it updated in our servers.  It’s more of the service windows in our maintenance windows. – C. Brennan
· Will we have redundant systems in 2009? – A. Morton

· Probably 2010 will require us to have our new data center so we can expand out. Right now we are full. – C. Brennan

· On weekly transaction volume in 2008, slide 2. The number of transactions in week 4 and 5 are about 100,000 transactions. I’m thinking you are receiving more than that in just 867 transactions alone. We are concerned that the graphs are not right.

· We can recheck our queries. We had difficulty pulling that information. – C. Brennan

· Caching problem will end with Release 2 or 3. – C. Brennan

· I will know in a couple of days which one. – H. Parrish

·  I would request a tool by the transactions types in the graph to tie back to what is being pulled back. 867s, type of 814, etc. – A. Morton

· From the Taskforce we will take to TDTWG:  Monday through Saturday 7:00am through 7:00pm with you checking on that 4th weekend for the 36 hour. – K. Malkey

· Could ERCOT go to 99.5% if they are getting additional windows? – K. Scott

· Yes, that can be considered. – T. Felton

· We are at 99.9% of retail transaction processing. 99.0% for TML. To increase any of those we need to have different SCRs. One of the issues is a replacement for FasTrak. We are working to meet the SLA and so we are stretching it little by little and we don’t want to get out of not meeting that expectation of the market. – C. Brennan

· This year is the first year we’ve had TML and MT SLA percentages. Based on that we can see how our systems are acting/reacting and how we can manage those systems. – C. Brennan.

· Is Release 3 a medium or medium large? – K. Malkey

· It’s a medium but that release will be a major release. – H. Parrish
4.
MarkeTrak - acceptable response times and examples of what they are seeing so that we can  

discuss how we are to measure degradation on MarkeTrak. – K. Malkey
· Do you want a specific list for each query? Logging into MarkeTrak, mass update, etc? – D. McKeever
· Any suggestions? – K. Malkey

· Query List – 2 seconds is acceptable response time. – J. Robertson

· 2 Agreements – L. Gonzales and D. McKeever
· It was taking 5 seconds for each time. Johnny do you have a proposed suggestions for query detail? – K. Malkey

· About 2 to 3 seconds.  They have seen 10 to 15 seconds and it sometimes times out. – J. Robertson.

· Our charts show that 7am and 3pm MarkeTrak was overwhelmed and middle of the day had large spikes.  It took 10 minutes to return all of the query detail. – K. Malkey
· Had questions for ERCOT in general on the API side. – K. Malkey

· Right now we send 20 threads. If we increase to 40 threads can ERCOT services handle that? 20 concurrent requests and what is the maximum requests for each query update? Is there a need for ERCOT to resize their servers?  Is ERCOT measuring their performance?

· We have looked into options for monitoring that information on a regular basis. We currently don’t give response time. We can take a look and come up with a possible solution for that. – C. Brennan

· We usually backlog around lunchtime. – K. Malkey

· Right now we process requests first in first out so we don’t multithread for a Market Participant.  That wouldn’t be fair.  That is how the original SCR was written. If we want to redesign the application we need to look in this form for ERCOT to look at development for another SCR. – C. Brennan

· If we increase to 40 threads will ERCOT be able to handle that? – K. Malkey

· Sure, we can see what our maximum capability is for the market. – C. Brennan

· Is it possible that we can bring this back at our next Taskforce meeting.  Can I keep you updated so that we can keep this taskforce update in progress? – C. Brennan
5.
Request to place a size limit in the Bulk Insert files Input from Market Participants
· This request is due to the size of the amount of data we are storing. Putting a limit on the size of the bulk insert will help with performance. Some of the large files sent in have bad data and need to be cleaned up.  Issues get worked on a first come first serve basis, so if a bulk insert is accepted that is very large with many errors, any other bulk inserts submitted will not get worked until the first bulk insert errors are remedied. – D. Michelsen

· We do have some concerns since we do submit large bulk insert issues.  We just want to know a limit number so we have an idea. – M. Jones

· We will find the largest subtype file-size wise is 30,000 rows and see that it is 8MB and we can set it to 8 MB. – D. Michelsen

· We are just going to take whatever the largest one that we have received or by MP? – M. Jones

· We would just look at the largest sized file that we have received and double that.  We wouldn’t look at each Market Participant individually. – D. Michelsen

6.         Retention of MarkeTrak data- overview
· I didn’t find any documentation that there is a 2 or 7 year limit going back through that talked about MarkeTrak.  It is always used as a standard but not documented – D. Michelsen

· It originated out of audit. We asked them that question and they came back and got to us. – J. Robertson

· I think it’s more of an industry standard. Option for rolling off data after 2 year period. – D. Michelsen

· What about 13 months online? – J. Robertson

· It would make sense to archive the information off if it has been inactive for 6 months and then roll off in 2 years. – D. Michelsen

· I talked to my team and they felt that 13 months would be sufficient.  They haven’t gone back further than that internally. – J. Robertson

· The Retention period for the data is in the protocols. – K. Scott
· We are not sure that this includes MarkeTrak information. We don’t store data in the data archive and the protocols discuss the data archive. – H. Parrish

· Can we get a determination from your legal? – K. Scott

· Yes we can. – D. Michelsen – FOLLOWUP
· After legal ruling, I would like to propose 13 months online and 4 years archived. – J. Robertson
· If you are limited on what you can do on backdated transactions, why would we need 4 years archived? – Blake

· I’ll take 2 years back to our folks. –J. Robertson
· Even as an alternate. 2 years historical and 1 year online. – K. Scott

· I think 13 months online would be best. – D. McKeever
· 13 months online and past 24 months historical. – K. Scott

· 13 months online, plus 2 year archived. –take back to your company and discuss – ACTION ITEM
7.         Other Discussion
· Gene and Liz please look back at release 2 timeline so I can get some good dates on when everything needs to be loaded.  Sandbox and wsdls are on the same date.  We need updates. – K. Malkey
· We will take a look. – G. Cervenka

· The User Guide for release 3 changes.  We will be assigning that out soon. Schedule those meetings for review. We want it done by training. – K. Malkey

	Action Items / Next Steps:

	1. Action Items
a. Regarding date retention, please discuss 13 months retention online plus 2 years archived with your company and bring back results.

	Hot topics or ‘At Risk’ Items:

	


