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1 Introduction
1.1 Purpose

The primary purpose of the Market Operations Test Environment (MOTE) is to provide a system which allows Transmission Service Providers (TSP), Qualified Scheduling Entities (QSE) and ERCOT operators an environment in which to exercise selected System Operations and Market Operations functions independently of the Production System for the purpose of: 
· Providing Transmission Service Providers access to a “shadow” of the ERCOT EMS system in order to provide the option of verifying State Estimator results and performing Power Flow and Contingency Analysis studies
· Providing Transmission Service Providers the ability to view one line diagrams and to study operational study cases, including outage cases, used by ERCOT Operations Engineers
· Qualifying QSEs to ensure, without impacting the Production System, the QSE is capable of accessing the ERCOT Market System and performing the actions required to participate in the ERCOT Market
· Providing QSEs a “sandbox” environment in which to perform unstructured testing, without impacting the Production System, of their ability to interact with the ERCOT Market System
1.2 Scope

The scope of ERCOT Nodal MOTE is provided in this document by describing the various functions within the MOTE and how they relate to the Texas Nodal market through the MOTE requirements. 
The Functional Specification in Section 3 drives the contents and structure of this document. 
The focus of this Conceptual System Design is to describe all functionality required to support the Nodal MOTE, putting an emphasis on the new Nodal functionality.  As such, functionality and capability that is part of the standard EMS and MMS products are implicitly included and not expanded upon in this document.
1.3 Definitions, Acronyms, and Abbreviations

	API
	Application Program Interface

	CA
	Contingency Analysis 

	CSD
	Conceptual System Design

	DAM 
	Day Ahead Market

	DMZ
	Demilitarized Zone

	EIP
	Enterprise Integration Project

	EMS 
	Energy Management System 

	ERCOT
	Electric Reliability Council of Texas

	IT
	Information Technology

	LSE
	Load Serving Entity

	MIS
	Market Information System 

	MMS
	Market Management System 

	MOI
	Market Operator Interface

	MOTE
	Market Operations Test Environment

	MPI
	Market Participant Interface

	PF
	Power Flow

	QSE
	Qualified Scheduling Entity

	RUC
	Reliability Unit Commitment

	SASM
	Supplemental Ancillary Service Market

	SCED
	Security-Constrained Economic Dispatch

	SE
	State Estimator

	TPTF
	Transition Plan Task Force

	TSP
	Transmission Service Provider

	UI
	User Interface

	URL
	Uniform Resource Locator


1.4 References

The ERCOT MOTE Conceptual System Design is written based upon the Market Operations Test Environment (MOTE) Sub-Project of EMS/MMS Project Requirements (B2) v1.0.

2 Overview

2.1 Design Goals

The primary design goal of the Nodal MOTE is to provide a facility comprised of software, networking, data definitions/flows and documentation for the purpose of providing a QSE Qualification and “Sandbox” environment, and providing a TSP model validation and study environment. This includes:

· The standard baseline AREVA e-terraplatform 2.3 functions

· The standard baseline ABB ERCOT Nodal Market Management System 

· Customizations to the baseline ERCOT Nodal Energy Management System to support the ERCOT MOTE requirements for the Nodal market.

· A product architecture model that enables incremental component upgrades via documented migration paths

2.2 Design Approach 

The MOTE is comprised of replicas the selected components of the ERCOT EMS and MMS systems as well as a replica of the Market Participant Interface (MPI) to support functionality in sections 1.1 and 1.2.  
2.2.1 ERCOT Energy Management System Overview

In the ERCOT MOTE environment, a replica of the Texas Nodal Energy Management System is implemented.  
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Figure 1 MOTE Conceptual Architecture

The Production ERCOT Nodal EMS executes the State Estimator periodically at five minute intervals.  Upon completion of the State Estimator, the Production EMS System creates a SE save case of the SE results for archive purposes.
This SE save case is automatically copied to the MOTE and loaded into the MOTE EMS environment.  Access is provided for Transmission Service Providers to review the results of the State Estimator solution within the MOTE environment.  TSPs can also execute Power Flow and Contingency Analysis studies on the network model in the MOTE in order to verify the accuracy of the Network Models.  This capability is an extension of the existing capability of the Zonal system and is provided to TSP for use at their discretion. 
In addition to the automatic transfer of SE save cases to MOTE, ERCOT Operations Engineers also have the option to save Power Flow Study and Outage Study save cases to the MOTE.  Once saved on the MOTE, these cases are available to TSPs to load into their MOTE Study environments for analysis and further study.

2.2.2 ERCOT Market Management System

In the ERCOT Nodal MOTE environment, the AREVA EMS is integrated with the ABB Market Management System. 

The above diagram represents the Market Management System conceptual architecture in the Real Time Production and MOTE environments.

The ERCOT Nodal MMS is to be based on the ABB Market Manager software and platform. 

Detailed description of the Real Time Production ERCOT Market Management System is provided in the Texas Nodal MMS Conceptual System Design v1.0.0.
The MOTE MMS software will be identical to the Production MMS Software.  To the extent that the MMS software behavior needs to be modified for the MOTE environment, these changes will be activated by configuration changes and will not require changes to the source code.
2.2.3 System Functional Capabilities

This section covers the system functions.  The significant system functions are:

1. Transmission Service Provider Interface

2. Market Participant Interface

3. Market Operator Interface 

4. Data Validation Rules Engine

Transmission Service Provider Interface

The MOTE EMS software will be identical to the Nodal Production EMS software.  Access to the MOTE EMS will be provided to TSPs via a Citrix Secure Gateway.

Market Participant Interface

The MOTE Market Participant Interface will be identical to the Production Market Participant Interface (MPI).

Since the MPI component of MOTE is a replica of the Production system, any changes made to the Production System MPI will be carried forward to the MOTE.  

Market Operator Interface
The Market Operator Interface (MOI) will be identical to the Production Market Operator Interface.

Since the MOI component of MOTE is a replica of the Production system, any changes made to the Production System MOI will be carried forward to the MOTE.  

Data Validation Rules Engine 

The Data Validation Rules Engine will be identical to the Rules Engine used in the Production system.  
The following describes the Rules Engine as it is currently defined in the ABB MMS CSD.  Since the MOTE is a replica of the Production system, any changes made to the Production System will be carried forward to the MOTE.  

A rule-based framework is deployed for the validation module. Data validation rules are derived from requirements and Protocols. The rule-based engine (like JSR-94 compliant Quick Rules software) reduces maintenance and enhancement costs by cleanly separating business rules from application code. In most cases, the rule sets (based on the market rules) deployed in the system may be added or modified without any code changes. There are some cases where coding may be required for complex rules.

High Availability and Failover

Since MOTE provides services in a study environment and is not a mission critical function, high availability is not supported for MOTE.  Availability is subject to routine maintenance and upgrades as required.
3 Functional Specification
3.1 Permissions and Access Control – Transmission Service Providers
3.1.1 Traceability to Requirement(s)
IT Operation Requirements Operator Procedure 3.1

3.1.2 Introduction

MOTE EMS shall have the capability to limit access and assign permissions to user groups connected to the MOTE servers such that individuals/systems can only view displays and perform functions relevant to their MOTE role.

3.1.3 Inputs and Sources
The inputs for this function are the EMS displays and the EMS related data.

3.1.4 Processing

In order to access the MOTE EMS Study environment, a TSP will be required to connect to a Citrix server on the ERCOT DMZ.  The TSP will be provided with a User Name and Password through the standard ERCOT authorization process.  The User Name/Password will limit the TSP’s access to the MOTE EMS environment.  Upon logging into MOTE, the TSP will be able to view the SE results, which will be loaded from the Production EMS every five minutes.  The TSP will also be able to create and execute Power Flows and Contingency Analysis Studies.  Multiple TSPs can be logged in simultaneously and perform studies independent of each other.

3.1.5 Outputs & Targets

The outputs of this function will be EMS application (State Estimator, Power Flow and Contingency Analysis) solution results.

3.2 QSE Qualification Platform Interfaces
3.2.1 Traceability to Requirement(s)
· Nodal Protocol 16.2.1 (1) (d)

· Nodal Protocol 16.2.1 (1) (e)

· Nodal Protocol 16.2.1 (1) (l)

· Nodal Protocol 16.2.3 (b)

· Nodal Protocol 16.3 (3)
3.2.2 Introduction

MOTE shall provide the capability for Entities seeking registration and qualification as Qualified Scheduling Entities or Load Serving Entities to interface to non-production ERCOT computer systems for the purposes specified in the relevant Nodal Protocols (Nodal Protocol 16.2.1(1) d and e).
3.2.3 Inputs & Sources

The MOTE MMS Oracle database is initialized to that of the Production MMS on demand as needed.  
The MOTE provides the same interfaces to Market Participants as the Production system.  Refer to the MMS Conceptual System Design, section 1.4.5, for details regarding the interface types and data flows from the QSE to MMS.

3.2.4 Processing

The MOTE System exists completely independent of the ERCOT Nodal Production System.  While the MOTE provides an interface to Market Participants identical to Production, not all MMS functions within MOTE are active.  
3.2.5 Outputs & Targets

The ERCOT Nodal Market Operations Test Environment is configured to provide the same Market Participant Interface as the Production system.  As such, any inputs from the MPI will produce outputs exactly as expected on the Production system.  

MOTE does not produce results that are used by the Production system nor does it post any results to the MIS Secure Area.
3.3 QSE Qualification Unit Assignment

3.3.1 Traceability to Requirement(s)
· Nodal Protocol 16.2.1 (1) (d,e,l)

· Nodal Protocol 16.3
3.3.2 Introduction

MOTE shall provide the capability for the Administrator to remove units from one or more QSEs on the Test Environment and assign them to a new QSE for the purpose of performing qualification.
3.3.3 Inputs & Sources

A populated MMS database resides on the MOTE.  
3.3.4 Processing

During QSE Qualification, it is often the case that data related to the QSE is not yet populated in the database.  In this event, the ERCOT MOTE Administrator has the capability to assign a resource to a QSE by “re-parenting” the resource to the desired QSE.
3.3.5 Outputs & Targets

After re-parenting the resource, the QSE will be able to submit bids and offers related to the resource as if the resource were owned by the QSE.
3.4 Permissions and Access Control – QSE and LSE
3.4.1 Traceability to Requirement(s)
· IT Operation Requirements Operator Procedure 3.1

3.4.2 Introduction

MOTE MMS shall have the capability to limit access and assign permissions to user groups connected to the MOTE servers such that individuals/systems can only view displays and perform functions relevant to their MOTE role.

3.4.3 Inputs and Sources
The inputs for this function are the Market Participant displays and the MMS related data.  This data will be initialized from a copy of the Production Systems.
3.4.4 Processing

In order to access the MOTE MMS environment, a QSE or LSE will be required to connect to the MOTE URL instead of the Production MMS URL.  Access will be through the MPI and the same authentication process will be used in MOTE as in Production.   The QSE or LSE access to the MOTE data  will be limited in the same manner as in Production.
MOTE MPI provides the same displays to a user as provided in Production.  Data validation is performed through the Integration Layer and errors reported to the user just as in production.  SCED, RUC, DAM and SASM are not executed on the input data.
3.4.5 Outputs & Targets

MOTE is performing the same validations as would be done in Production.  Therefore, the same output messages are produced.

Since SCED, RUC, DAM and SASM are not executed on the MOTE data, no deployment information is posted for MOTE MMS results.

3.5 Scheduling of QSE Qualification

3.5.1 Traceability to Requirement(s)
· Nodal Protocol 16.2.1 (1) (l)
· Nodal Protocol 16.2.3 (b)

3.5.2 Introduction

MOTE Market Management System shall have the capability of being scheduled for use, including set-up and break-down intervals, by an entity for the purpose of performing QSE Qualification/Re-Qualification
3.5.3 Inputs & Sources

The inputs for this function are the Market Participant displays and the MMS related data.  This data will be initialized from a copy of the Production Systems. 

3.5.4 Processing

Processes and software will be developed to support, at a minimum:
1. Prepare MOTE for QSE Qualification

a. Reassign resources to the QSE if needed (see section 3.2)

b. Provide access to the system for the specific QSE being qualified

2. Execute QSE Qualification procedures with the QSE

3. After QSE Qualification has completed:
a. Restore the data base to normal conditions

3.5.5 Outputs & Targets

MOTE is performing the same validations as would be done in Production.  Therefore, the same output messages are produced.

Since SCED, RUC, DAM and SASM are not executed on the MOTE data, no deployment information is posted for MOTE MMS results.
3.6 Market Participant Validation of MP System Changes

3.6.1 Traceability to Requirement(s)
· Nodal Protocol 16.2.1 (1) (l)
3.6.2 Introduction

· MOTE MMS shall be made available for use by one or more Market Participants as a replica of the ERCOT Production Systems so that changes MPs are proposing to their systems may be validated with external interfaces to ERCOT
· MOTE MMS shall be made available for use by one or more Market Participants as a replica of the ERCOT Production MMS Systems so that proposed changes to the ERCOT system can be validated with the MP’s systems
3.6.3 Inputs & Sources

The inputs for this function are the Market Participant displays and the MMS related data.  This data will be initialized from a copy of the Production Systems. 

3.6.4 Processing

Data entered via the MPI will be validated and error messages issued.  SCED, RUC, DAM and SASM will not be actively executing. 

3.6.5 Outputs & Targets

MOTE is performing the same validations as would be done in Production.  Therefore, the same output messages are produced.

Since SCED, RUC, DAM and SASM are not executed on the MOTE data, deployment information is not posted for MOTE MMS results.
3.7 Unattended Operation

3.7.1 Traceability to Requirement(s)
· IT Operations Requirements Operating Procedure 2.2.2
3.7.2 Nodal Protocol 16.3 (3) Introduction

MOTE (both EMS and MMS) shall have the capability of running, unless an Administrator is specifically scheduled, in an unattended mode after the environment(s) have been initialized for a particular role.
3.7.3 Inputs & Sources

The MOTE MMS will be initialized to a copy of the Production MMS Databases.
The MOTE EMS will be initialized to a copy of the Production EMS Databases.  

3.7.4 Processing

Data entered via the MPI will be validated and error messages issued.  SCED, RUC, DAM and SASM will not be actively executing. 
State Estimator Solutions from the Production system will be copied and loaded on the MOTE EMS each time the Production State Estimator solves.

MOTE EMS study applications shall be available to TSP on demand.

3.7.5 Outputs & Targets

MOTE is performing the same validations as would be done in Production.  Therefore, the same output messages are produced.

Since SCED ,RUC, DAM and SASM are not executed on the MOTE data, no deployment information is posted for MOTE MMS results.
3.8 MOTE Setup
3.8.1 Traceability to Requirement(s)
· IT Operations Requirements Operating Procedure 4.1.1
3.8.2 Nodal Protocol 16.3 (3) Introduction

MOTE shall have the capability of: set-up and initialization of data repositories, conditioning of interfaces, and all other preparation and running of the Test Environment operation.
3.8.3 Inputs & Sources

Inputs for setup and initialization of the MOTE include:
· Loading an archived MMS Oracle database using database backups
· Loading archived EMS Habitat databases
· Digital Certificates for QSEs undergoing qualification
3.8.4 Processing

A process will be developed to:
· Stop all MOTE processes

· Remove preexisting MMS and EMS databases

· Load new MMS and EMS databases

· Install any required Digital Certificates
· Re-start all MOTE processes

To the greatest extent practical, this process will use scripts to minimize the time required of ERCOT personnel to maintain MOTE.
3.8.5 Outputs & Targets

As a result of running the setup scripts, data copies of the Production databases will be  installed for both the MMS and EMS parts of MOTE.
3.9 Import of Production Saved Cases
3.9.1 Traceability to Requirement(s)
· Nodal Protocol 3.10.4(7)
· Nodal Protocol 16.3 (3)
3.9.2 Introduction

· Shadow System:  A mechanism will be provided to automatically import SE save cases from the Production EMS system in order to provide a replica or shadow of the production approximately 5 minutes behind real-time
· Production Power Flow/Outage Evaluation save cases:  ERCOT shall have the ability to save Power Flow Study save cases to the MOTE EMS.  Once saved to MOTE EMS, the save cases can be loaded by TSPs into their MOTE EMS Study environments for analysis and review.

· MOTE shall be accessible to TSPs for the purpose of performing Power Flow and Contingency Analysis studies on the current production model

3.9.3 Inputs & Sources

· SE save cases

· Power Flow / Outage save cases

3.9.4 Processing

The Production State Estimator save cases will be automatically loaded to the MOTE EMS SE environment
Power Flow / Outage Evaluation save cases will be copied to the MOTE EMS Savecase Directory.  These save cases be visible to the TSP users via the AREVA Savecase Manager.  TSP users shall have the ability to load these save cases into their EMS Study environments.
3.9.5 Outputs & Targets

The results of the State Estimator shall be available to TSPs within five minutes of the Production SE solution.
Output results for Power Flow and Contingency Analysis results of studies executed by TSPs will be available for review.

3.10 System Monitoring and Management
3.10.1 Traceability to Requirement(s)
· Nodal Protocol 3.10.4(4)
· Nodal Protocol 16.3 (3)
3.10.2 Introduction

A MOTE Administrator Interface will be provided that will allow the system operator the ability to:

· Initialize the various MOTE applications from the sources described herein

· Manage and monitor MOTE access by Market Participants as described herein

· Manage the data feeds for Production EMS SE Shadowing
3.10.3 Inputs & Sources

The MMS Oracle database is periodically initialized to that of the Production MMS.  

3.10.4 Processing

The MOTE Administrator shall have the ability to start and stop MMS and EMS applications.  After applications have been stopped, the Administrator shall have the ability to reload databases.

3.10.5 Outputs & Targets

The ERCOT Nodal Market Operations Test Environment is configured with consistent set of data on both EMS and Nodal Market sides. 

4 System Dependencies & Design Constraints

4.1 Hardware Interfaces

The Market Operations Test Environment System shall be staged in one site:

· ERCOT Taylor Site

The various components of the MOTE System are to be loaded on state of the art hardware, as described in the following sections.
4.1.1 ERCOT Taylor Site

4.1.1.1 Servers and Consoles

The MOTE software shall run on IBM servers similar to Production, with the following sub-components:

· Database Management Subsystem
· e-terraplatform Subsystem

· e-terrabrowser
· APIs
· Development and Management Utility

· Offline replica of the ERCOT Nodal Market Management System
· Includes the Market Participant Interface and Web Services

A full listing of the required MOTE hardware is provided in the MOTE Technical Architecture document. 

4.1.1.2 Other Hardware

The following hardware shall be supplied for connectivity and security of the servers and consoles mentioned above:

· Cisco 10/100/1000T Switches (1)

· Cisco Firewall

4.2 Software Interfaces 

This section also provides a high-level description of interfaces of the MOTE 

4.2.1 Import of State Estimator Save Cases to MOTE EMS
Upon solving successfully on the Production EMS, a copy of the State Estimator save case is copied to the MOTE and loaded into the MOTE SE case

4.2.2 Import of Power Flow / Outage Evaluation Save Cases to MOTE EMS
ERCOT Operators can, optionally, copy PF and/or Outage Evaluation save cases from the ERCOT Production environment to the MOTE.
4.2.3 Market Management System (MMS)

Market Participants interface to the MOTE through the same interface mechanisms as the Production ERCOT Nodal Market Participant Interface.
4.3 Services Interfaces
There are no interfaces to other ERCOT services.  
Security access to the MOTE is handled by the local Active Directory Server and e-terratrust. 

4.4 Database Interfaces
4.4.1 Internal Interfaces

Interfaces between MOTE applications (e.g. MMS and EMS) will be identical to those implemented on the Production System.
4.4.2 External Interfaces

There are no external database interfaces.
5 Supplementary Specifications

5.1 Performance 

Performance of the Nodal MOTE is primarily met through distribution of functions among several servers.  
The Market Management System will run on its own server. 

The Nodal MOTE has no unique performance criteria.

5.1.1 Response Time

The MOTE should provide responses within 10% of the value observed for the corresponding transaction in the production system.

5.1.2 Throughput
There are no specific throughput requirements for MOTE.
5.2 System and Communication 

There is no external communication outside the ERCOT Nodal MOTE system.

5.3 System Security 

5.3.1 Firewalls and DMZs

ERCOT determines in which Local Area Network the MOTE will reside. All other connections are through firewalls and in several cases through an Intrusion Detection Server (IDS) and other security and monitoring appliances, when appropriate. 

Firewalls and DMZs will be implemented on MOTE identical to those implemented in Production.
5.3.2 Antivirus Software 

ERCOT provides Symantec Antivirus Enterprise Edition on all the servers and client workstations.

5.3.3 Security Appliances 

The MOTE EMS application will be accessed via a Citrix Access Gateway which provides a transport level security framework for secure delivery of the application to external users.
The MOTE MMS application delivery does not require any MOTE Security Application as secure web interfaces are available for interfacing with the application.
5.3.4 User authentication 

The MOTE EMS application access will be controlled via Digital Certificates and user login.  The Corporate Active Directory will serve as the user directory for access control.
Identity of the MMS Application users will be ascertained via the user’s digital certificates and access control will be enabled via the corporate LDAP directory (MPIM)
5.3.5 Secure Software Deliveries

Not applicable since Mote software is migrated directly from the Production Systems.  

5.4 Back up and Recovery 

MOTE will be a stand-alone non critical system.  
All software is copied unchanged from the Production System.  
EMS State Estimator data is periodically updated from Production and thus there is no need to back up this data in MOTE.  There is also no Service Level Agreement (SLA) requiring that MOTE study cases be backed up and restored in the event of a hardware failure.

Similarly, the MOTE MMS data is  provided from the MMS Production data and does not require any special backup and recovery procedures.

Since all software and data can be recovered from the Production servers in the event of a hardware (disk) failure, there are no back up requirements for MOTE.  

There are no SLA’s specifying maximum down times allowed in the event of MOTE hardware or software failures.   
5.5 Availability and Redundancy 

The MOTE will be available to users (TSPs and QSEs) 24/7, with the exception of down time for updates and maintenance.  The MOTE is not a redundant system and as such does not provide availability when the system is down for either hardware or software problems.
5.6 Maintainability 

5.6.1 Development System

Since the software used on MOTE comes directly from the Production System, there is no MOTE Development System required.
5.6.2 Source Code

Source code availability is not applicable to MOTE since the source of MOTE executable software is the Production System.

5.6.3 Debugging

Since the MOTE software comes directly from the Production System, the same debugging capabilities are provided on MOTE as in Production.   

5.6.4 Upgrades

Since MOTE software is copied from of the ERCOT Production System, all changes and updates to software on the Production system are promptly installed on the MOTE.
5.7 Usability 

The MOTE UI is identical to that of the Production system.
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