
	ERCOT Retail Client Services 

	Event Description:  TDTWG 
	Date:  June  4, 2008
	Completed by:  Valerie Schwarz

	Attendees: Kathy Scott (CNP), Kyle Patrick (RRI), Kyle Miller (CNP), Karen Malkey (CNP), Jesse Cline (EC Power), David Farley (ERCOT), Michael Matlock (GEXA), Blake Gross (AEP), Clay Katskee (ERCOT), Aaron Smallwood (ERCOT)
Phone:  Annette Morton (AEP), Hope Parrish (ERCOT), Christian Brennan (ERCOT)

	Summary of Event:

	1. Introductions, Review of Agenda, Antitrust Statement:  Jesse Cline 

· Introduction of attendees, Jesse read the antitrust statement and reviewed the agenda topics
2. ERCOT System Instances (Outages and Failures)- review: Christian Brennan 

· ERCOT IT Incident Market Notice Summary 05-31-2008
· Annual Summary

· Infrastructure increased occurrences in outage and degradation –root cause

· MT occurrences increased to 8

· Monthly Summary

· Two outages for May infrastructure

· One for MarkeTrak related

· 2008 Detailed incident data Reviewed (please see this tab in incident report for details)

· All have Complete status.

· Questions on May 28th incident

· We saw impact on retail transaction processing on transactions that we submitted on 5/26 getting help up (about 4 hours after timestamp in TML). – M. Matlock
· We were not able to identify the slow processing as a system issue. If we are out of protocol it is stated in performance metrics but no system issue as cause. Volume was possible cause.– C. Brennan

· Is there any way that we can capture that for confirmation? – K. Malkey

· We can run a report to see total volume for that day. When we do see slow down we are able to identify those.  No signs of system issue causing slowdown other than normal time and volume.  But we can run some reports to see volume information – C. Brennan

· Followup by C. Brennan on call: It was possible that this issue was caused by degradation. Updated the incident report to show the intermittent issues.

· SLA Exception Requests

· Updated to reflect the 6 exception requests from RMS: 3 approved, 3 denied
3. Update on Status of SCR748 & SCR745 discussion from last month: Clay Katskee
· SCR 745 (on ercot.com)
· Phase II - Paperfree Clustered environment with File Server Redundancy and High Availability (Clustered achieved.  Redundancy outstanding)

· Ten days after stability period, we ran into issues on 3/8 and had to rollback.

· Project has been on hold since out of production environment due to nodal and impact of resources.

· Next Steps 
· ERCOT resources will be available in approx. 90 days to begin prototyping in Development.  Once prototyping is complete a detailed schedule and costs can be rebaselined for remaining effort.  

· ERCOT seeking TDTWG recommendation to choose one of the two options:

· Continue project which will require additional funding to be approved by Board and an additional timeline

· Benefits

· Visibility.
· Assurance that time, money and effort on project will not be wasted.

· Drawbacks

· Will have to get additional funding approved by Board (estimates on last page of PR60006_01 Phase 2 ERCOT Update presentation. Approx: $137,200)

· New timeline will push project back to 2009 (estimated timeline in presentation)

· Close the project based on low risk per outage minutes. ERCOT has the option to complete effort under ERCOT operation and maintenance (O&M) or add effort to future project if deemed necessary. 

· Benefits

· Flexibility to do it right instead of rushing or spending more money on project.

· Resources will be available.

· Funding would be under operating costs and not for specific project so there would be no need to request for additional funding.

· Regular updates would be given to TDTWG and would inform on what maintenance release it was scheduled for.

· Drawbacks

· Concern it will get put on backburner.

· Less visibility

· Vote Reached

· The decision was made by working group to keep PR60006_01 as a Project and request additional funding from the Board.

· No update on SCR 748
4. Removal of EBXML specs from Testing Worksheet on the ERCOT Website (Requested by Gene Cervenka): Jesse Cline/All
· Working group agreed to go ahead and remove that.

5. Updates from Michael Matlock regarding Market Impact of March Outages: Michael Matlock
· The draft of final report will be finished by tomorrow (Jun 5th) and sent out to everyone.
· Good data came out of there about the outages.
· Jack and Mike found that there was an impact on the 997s and have they have been identified.
· Changes will be made to the incident report log to include more data – Mike ran query for performance metrics to a day.  
· Request that in the market impact column that there be an additional summary.  This data will be added for the July data that will come out on the first week of August. - A. Smallwood
6. Review SLA and Planned/Unplanned outage needs: A. Smallwood
· Six Suggested Changes to SLA (last tab of ERCOT IT Incident Report)

· Sept – 4200 unplanned outage minutes. 90% for transaction flow. Asked for exception to do settlements and billing. Approved to do work but not exception for minutes. Denial.

· May – completed within 12 hour maintenance window.

· Two groups are really impacted with weekend work of release outages: Release coordinators (infrastructure) and commercial operations.  They are under the opinion that it is difficult to get everything fixed and back on track within the 12 hour maintenance windows and are requesting to increase the time of the release windows to 18 hours for all three 12 hour windows (not including the 36 maintenance window).
· There is a concern that the 18 hour window will be denied for the 1st weekend of the month since that is a busy time for most companies. – A. Morton
· There is a concern that it would put companies in a bad spot on the operational side if all 12 hour windows change to 18 hours windows. - K. Scott

· ERCOT will take it back for counter proposal and bring information back at meeting next month. – A. Smallwood
· We can revisit possible timelines and suggestions and will give feedback on it. – C. Brennan

· Planned / Unplanned outage needs

· MarkeTrak response time is slow

· There is a max number of Java (not User) sessions: about 200.  MarkeTrak does try to handle this by disconnecting the user if there is inactivity for 15 minutes. – C. Brennan

· Questions

· Can inactivity be part of the degredation issues? – K. Scott

· I do not believe that there would be any coorelation between those. – C. Brennan

· Can any of it be archived into another database? – K. Scott

· That would have to be worked out in the market and negotiated by internal business. – C. Brennan

· You are saying that the amount of data is the cause of slowdown, etc. Does that also include API? – B. Gross
· Just having API uses a lot of data. API was not used in FasTrak. – C. Brennan

· As more users are going with API what will happen? – B. Gross
· We will have to rescale. – C. Brennan

· How do we measure degradation?  Error Messages? Timeouts? – B. Gross
· Usually would look at response time.  Let’s request next meeting that you bring back the following: What would you feel are acceptable response times, What you are seeing, How many timeouts. – D. Farley
· For outages, how are the start and stop times determined?

· We check the log files and see when things have stopped processing. That is our start time. – C. Brennan

7. Do we need to discuss Continue discussion related to PR70057- ERCOT system throughput for IDR or the AMIT Documents?: D. Farley

· ERCOT IDR Threshold - Preliminary Estimates
· IDR enhancements for PR70057 are being stopped due to rejection of AMIT interim option #3. A conceptual design number of 30K daily or 900K monthly reads was estimated.
· The IDR systems RFP will still be conducted under PR70057.
· Residual PR70057 project dollars will be rolled into PR80027 where we will begin work on AMIT interim option #6.


	Action Items / Next Steps:

	Action Items:

Followup by A. Smallwood or C. Brennan on other options for increase time proposal of 12 hour maintenance windows by ERCOT teams.
Group is requested to bring back information on what they feel are acceptable response times and examples of what they are seeing so that we can discuss how we are to measure degradation on MarkeTrak. 

Future Agenda Topics:

Future Meeting Dates:

July 2nd, Conference Call

August 6th, Face to Face

September 3, Conference Call

October 8, Face to Face

November 5, Conference Call

December 3, Face to Face

	Hot topics or ‘At Risk’ Items:

	












































