
	DEWG/SDAWG Event Summary

	Event Description: DEWG/SDAWG Meeting
	Date:  5/19/2008
9:30am to 3:30pm
	Completed by:  Valerie Schwarz

	Attendees:  See DEWG/SDAWG Attendance Worksheet

	

	1.
Antitrust Admonition and Agenda Review - J Galvin

· Admonition Read
· Agenda reviewed

· No other additions or requests made to agenda.
2.
ERCOT Report Extract Exceptions and Notices (DEWG)) – A. Smallwood
· ERCOT IT Incident Report
· Report Issues

· April 8th
· Cause: ERCOT’s Texas Market Link (TML) Report Explorer was unavailable.
· Fix: Restart of LDAP and application
· April 14th
· Cause: ERCOT’s Texas Market Link (TML) Report Explorer was unavailable.
· Fix: The application was restarted.

· April 30th
· Cause: Unplanned maintenance of Settlements and Billing Database.
· Fix: Application and database were restarted.
· April 21st- 30th
· Start and End time did not apply because it was a system failure.
· Cause: Database failover on April 21st, which resulted in an out of synch situation.

· Still late in recovery process.

· 30 days after the issue is resolved, the extracts will be sent out.

· Question: Have the Price adjustments for 4/22 been fixed yet? – E. Goff

Response: No –A. Smallwood

3.       Extracts Delivery on Same Day* (DEWG) – Requested Item from Jake Gundrum (AEP)
· Concern on the loading of the extract with the same naming convention
· When two extracts containing different data are sent on the same day and have the same naming convention, the first extract will be overwritten. – J. Holloway (AEP)
· Send a Help Desk Ticket for a particular issue and it will be distributed to the appropriate parties to look into. – J. Lavas
· Follow up at next meeting

· Want to make sure that if anyone has issues like this they can be discussed here for recommendations on what to do in those situations. – J. Galvin

4.
Nodal Extracts vs. Zonal Extracts**   - Requested Item from Earl Batty
· Nodal extracts vs current extracts
· Looking into what will need to be changed as we go to nodal.
· DDLs published do not have comments on what tables are.
· No documentation on how to link the tables together.
· Spoken with Jackie Ashbaugh at ERCOT and there will be a document published at some point, but there is no commitment when the document will be available. – E. Batty
· We are working on several new pieces of documentation at this time, one of those is the DDL comments but we do not have a definite date for when this will be available.  We are working to populate the information while we are in the testing process.. – J. Lavas
· No cross references comparing zonal to nodal.
· We have consistently stated that we do not have any intent to do a mapping of zonal extract tables to nodal extract tables .  This is due to the number and level of changes since most tables will not have a one to one mapping as many are going away from zonal or are new for nodal. – J. Lavas
· Updates to postings will be included in presentation later and we will continue to discuss what the extract changes are going to be  as we move to the nodal environment. - J. Lavas
· We are doing updates to the documentation, user guides, comments, etc. 
· If there are any questions like these, bring to DEWG discussion or use the nodal report readiness email for specific questions.
· Questions
· The date I heard as when the extracts were going to be published was June. Has it been postponed?
· Early July is the date that we are currently looking at internally. – J. Lavas
· We get a new set of ddls when there is an update or a change. Want to know what the new ddl is going to replace?
· We currently include in the posting update which DDLs/XSDs have been updated but not the specific changes that have occurred. We will start including those specifics going forward. – J. Lavas
5.
Release 8 timeline Summary EDS update (SDAWG) Summary of COPS presentation – K. McGettigan and A. Bauld
· Due to constraints with staff it has been decided that the discussion on Nodal testing will be addressed in the COPS subcommittee. 
· Review of presentation for COPS DAM Summary
· Questions
· What Day Ahead Settlements do we have now? – J. Galvin
· MIS Certified (Slide 8)
· What’s the status of the progress on the other statements?
· Currently on hold to work on Real Time Statements. – K. McGettigan
· When will MMS4 be available? There was no answer at COPS.
· We do not have a date. Daryl Cote reported to COPS and TPTF. – K. McGettigan
· Mock was not dependent on integration, but now stating that we have to wait for MMS4 to be available in EDS (on Slide 11).
· There are stepped up versions of MMS4 and mock verifiable costs. MMS3 is not working the way we expected it to. There were 2 issues that prevented the functionality from working as desired. – K. McGettigan
· Issue 1: Dealt with the minimum energy calculation; this defect is expected to be fixed in MMS4
· Issue 2: FIP and FOP are currently static.  This is because we do not have the integration in place to pull PLATTS data.
· Follow up email sent to distribution list on 5/19/2008 “VC testing in EDS” with more explanation
· We found that the amount of effort to stub in the data when we did not have the data from the system pulled away from our effort of regular testing as well as the effort for the next deliverables.
· In regards to the timeline, are we checking in with the requirements on that side? Is there any way to round up feedback on these testing elements?
· If we are talking about the Mock then we are measuring that differently than the EDS testing. We have not measured readiness in any type of participation in the Mock invoices. – K. McGettigan
· How is the EDS testing timeline affected by these changes by MMS4? 168 hour test is delayed. Do we have an updated testing timeline? – J. Galvin
· No, we only have until the end of May. – K. McGettigan
· Raj will announce updates to timeline in TPTF.  Once that date is given then the corresponding reports will be updated.  Reason for delay will be discussed at TPTF. – J. Ashbaugh
6.         Impacts of Database Failover (SDAWG) – A. Smallwood
· ERCOT conducted an emergency database failover on April 21st, 2008 following a hardware failure

· Nature of hardware failure was different in that the database ‘hung’ –meaning that it became unresponsive and data was unable to be written to or read from the database.

· Isolated incident due to the age of the hardware and not a systemic problem.

· Goal

· Recover transactions that are needed to perform price adjustment calculations that are missing in downstream databases from a restored copy of the production database
· Prevention

· Newer Hardware so that failures are less likely to occur.

· Re-architecture of system integration between the databases.

· Questions

· When will non-spinning reserve price adjustments for PRR 650 be completed?
· When the transactional data has been restored, reviewed, and approved.
· What is the timeline?

· The environment build is complete, we anticipate the data restore from tape to be the task that takes the longest

· We are estimating weeks, not months, to complete the plan

· Unknowns include the amount of time needed to restore from tape and the quality of the data once it’s been restored

· Market notices will continue to be sent to indicate status

· Are we reposting the data from current data? – E. Goff

· Once they get the data to make the price adjustments, they will do that. Currently, they do not feel comfortable with the data just yet. –A. Smallwood

· The failover has impacted extracts, are we sure that there is nothing else that has been impacted by the database failover? - J. Galvin

· There has been some talk and they are looking into it. – A. Smallwood

· What are the chances that this will happen on the current platform before nodal market goes live? – A. Morton
· We Replaced failed disk and have spares stocked up. – A. Smallwood

· Timeline is estimating weeks not months. When do you feel you have enough of an estimate on the fix? –A. Morton
· We are in stage 3 of 4 of the recovery process. – A. Smallwood
· Concerns

· Concerns were made that it is not ready yet.

· Last bullet on presentation discusses notices sent on the issue.  Concern about the notices stating the same information (continuing to work on problem) but no new information or status update.

· Since there is no new information or status updates to post there will be no new information included but ERCOT wants the market to be aware that they are still working on the issue.  – A. Smallwood 

· The more important issue is that the market settled on a day where the prices are not correct.  Concerns on credit and settlement perspective. We are curious where the prices are going to end up.  
· Communication recommendation on this issue in particular to have an update rather than providing the same information daily. – J. Galvin

· You see the daily emails because of the CCWG process and procedures. Might have to go back to CCWG/Art Deller with any concerns on follow up processes. – J. Lavas

· 7.         Re-settlement of April 24 (SDAWG) – Could not secure anyone to talk about this.
· Resettlement was conducted due to do a missing data schedule.
· The Market Participant provided notification to the help desk and chain of events to settlements was slow because it was thought it would work magically. Didn’t get fixed automatically and we are already approved that settlement. We squeezed in that data again to get it reprocessed. The delay to communication caused this. – A. Bauld
· Data error that prompted the resettlement of 4/24/2008 satisfied the 2% rule. – A. Bauld 
· Follow up email sent to distribution list 5/21/2008 “SDAWG Follow-up for Op Day 4/24/08”
· Comments:

· We believe that the nodal update should be at the DEWG/SDAWG meeting. – L.Starr

8.         Nodal COMS Update – J. Lavas
· Location of information

· Nodal Data Services Master List updated each Friday (http://nodal.ercot.com/about/news/2008/0118a.html)
· Latest extract and report specifications and DDLs and XSDs (http://nodal.ercot.com/readiness/reports/index.html)
· Updates

· COMS Specifications

· Addition of New Report: UFE Analysis Report

· Deletion of Report: Summarized Load by TDSP Report

· Synchronization and Clean-up between the specification documents

· Capacity Factors by Resource – Updated from Certified to Secure and posting in CSV

· RUC Make Whole & Claw Back Payment Report – Updated from Certified to Secure
· EDW Specifications

· Addition of MP Type TDSP to RTM MODE to account for COMS Deletion above

· Addition of Bill Determinants tab

· Addition of Business Requirements to all Phase 2 Extracts

· Tab Color change on Verify Records Used in Data Aggregation for a Trade Date WS as this WS will not be delivered with the first round of WS changes as part of Phase 2 Extracts 
· Changes to DDLs/XSDs

· DDLs

· Updated posting for PRDE DDL

· XSDs

· Updated posting for PRDE XSD

· In the Pipeline:

· User Guides for Reports/Extracts

· DDL Comments

· Join Documentation

· FAQ Document

· Questions

· Is there anything going on that would put us in jeopardy of the timelines? – J. Galvin

· Only aware of what is going on with our extracts. We continue to work towards the timeline we currently have regardless of the overall implementation date and any changes to dates regarding COMS extracts will be brought to this group. – J. Lavas

· What are the expected dates of EDS? – J. Galvin

· Early July; 7/7 was reported at COPS.. – J. Lavas

· On ERCOT documents it still shows June but TPTF reports mid July.  

· Until we are given a definite date, we can’t put anything specific in those columns for an update.  We could change it to TBD or a reference to the last DAG update.  – J. Lavas

· Next meeting we will have EDS cooperation to give better transparency on the dates – J. Galvin
· Nodal Protocol Revision Request (NPRR)
· In reviewing the Matrix and delivery timelines, we would like to request an NPRR to update the of timing of delivery for the Resource ID (RID) Extract in Nodal Protocol Section 11.1.11, Treatment of Resource ID Extract. (See draft NPRR attachment for details) – J. Lavas

· Questions

· Is this something that we would like to sponsor and push through to TPTF? – J. Lavas

· Don’t think we should sponsor this. Maybe put on a future agenda then take to COPS for formal adjustment. –J. Galvin

· Why is there a change to the time? – J. Galvin

· Consistency with similar extracts, ease of tracking.  We  would like to put it in line with other similar extracts that have the 23:59:59 delivery posting. – J. Lavas

· 

	Action Items / Next Steps:

	1. Request for EDS to present to DEWG/SDAWAG rather than COPS.  
a. Urge everyone to look at any materials you can in the testing phase.

b. Friday EDS calls are valuable.

c. Update on overall testing timeline

2. Incident Report

a. Database failover issue

3. Follow-up on the items that A. Bauld will report back on for the next meeting
4. Settlements person to dial in on these meetings

5. SCR 740 Update – J. Lavas

6. SLA was asked to be reviewed by COPS members but have received no comments.  It will be brought back to COPS.

	Hot topics or ‘At Risk’ Items:

	


