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Introduction 

The ERCOT Nodal Transition Plan, approved by the Technical Advisory Committee (TAC), organizes transition activities into four tracks, which requires participation from both ERCOT and market participants. The Texas Nodal Program defined four Early Delivery Systems (EDS) sequences to meet the requirements of the Systems Testing and Nodal Market Implementation track of the Transition Plan. These sequences were further refined based on the Nodal project delivery schedules to group Nodal functionality and features into nine incremental software releases that will be used to meet the requirements outlined in the Nodal Transition Plan. 

The EDS sequences and releases are outlined below:

EDS 1

· Release 1  –  Alarm Processing



· Release 2  –  Point-to-Point Checkout


EDS 2

· Release 3  –  Trial Operation of State Estimator & Network Security Analysis


· Release 4  –  Trial Operation of NMMS (Network Model Validation)

EDS 3  

· Release 5  –  Trial Operation of SCED, 6 month LMP posting
  

· Release 6  –  Trial Operation of LFC, ACE

· Release 7  –  Trial Operation of CRR, sample Settlement Statements

EDS 4

· Release 8  –  Credit Monitoring, Settlements & Billing and Disputes

· Release 9  –  DAM/RUC/SASM

· 9.1 – DAM/RUC Submission Testing

· 9.2 – Outage Scheduler Data Submission and NMMS Network Model Upload  
· 9.2.1 Verify Forced Outage Detection

· 9.2.2 Connectivity and Data Submission

· 9.2.3 Validation of Performance

· 9.2.4  Validation of Outage Evaluation in EMS

· 9.2.5  Validation of Outage Scheduler Interfaces in EDS

· 9.2.6  Validation of Outage Postings to MIS
· 9.3 – Initial DAM/RUC Execution

· 9.4 – Execute Day-Ahead, Adjustment Period, and Real-Time Operations

· 9.5 – Execute Full Nodal Integrated Systems (TXMACS 0.9)

· TXMACS 1.0  –  Full Nodal Functionality & 168 hour testing
The Nodal program has adopted an incremental approach for releasing functionality into the Early Delivery System (EDS) environment to maximize the overall benefit of EDS, by providing system functionality to the Market Participants to begin testing as early as possible. The objective of these early deliveries is to provide Market Participants (MPs) with sufficient tools to enable development of their systems.  The EDS environment will be updated incrementally as soon as a set of Nodal functionality has been tested internally by ERCOT.  Once the integrated set of system functionality has completed the internal ERCOT quality control testing, the EDS environment will be updated for formal milestone testing activities. 
1.1 Market Participant Handbook
The Market Participant Handbook has been created to provide a detailed testing guide for participation in the (EDS) activities. The Handbooks are one of the guiding documents to help Market Participants understand how to prepare, participate and when to engage in EDS. This Handbook will cover the details for Outage Scheduler.

The testing areas described in this document will be guided by the Nodal Transition Plan and the Nodal delivery schedule; however, the detailed testing activities and schedule will be completed by working collaboratively with ERCOT subject matter experts and Market Participant representatives.
The Early Delivery Systems are intended to provide Market Participants with the opportunities to test their ability to both send and receive data from the Outage Scheduler. 

1.2 Document Structure
It is critical that all participants have a common understanding of EDS activities, start dates, and participation expectations. This document covers the following topics to ensure that both ERCOT and Market Participants are ready for the EDS 4 Release 9.2 testing effort. 
Release Overview – outlines the specific phases, objectives, and supporting documents for testing the Outage Scheduler.
Forced Outage Detection – outlines the process used to verify the ability of the Energy Management System (EMS) system to detect forced outages by automatically comparing real-time equipment status against planned outages in the Outage Scheduler (OS).

Connectivity and Data Submission – outlines the process to be used to verify Market Participant’s ability to enter and modify data in the OS through both the Requestor User Interface (RUI) and, when applicable, the External Web Service (EWS).  The MP’s ability to receive outage status changes from the OS will also be verified.
Validation of Performance – outlines the process to be used to verify the ability of the Outage Scheduler to simultaneously accept multiple requests from multiple Market Participants using both the RUI and the EWS.  
Validation of Outage Evaluation in EDS – outlines the process to be used to test the interface between the Outage Scheduler and the Outage Evaluator (OE).  The verification will include:

· Outage Request transfers from the OS into the OE

· Outage Approval transfers from the OE into the OS
Validation of Outage Scheduler interfaces in EDS – outlines the process to be used to test the interface between the Outage Scheduler and the Transmission Security Analysis, RUC and posting of Resource Outage information.  The verification will include:

· Outage transfers from the OS into the DA TSA

· OS transfers  into RUC

· OS transfers to all other uses of OS information

Validation of Outage postings to MIS – outlines the process to be used to test the interface between the Outage Scheduler and the MIS to post Outages on the MIS Secure Area. The verification will include:

· Outage transfers from the OS into the MIS

· MIS Secure Area to Market Participants

 Zonal OS Downloads into the Nodal OS – outlines the dates outage submission rules in place during each of five Zonal OS downloads into the Nodal OS.  Also discussed are two trial dual-entry periods in which Market Participants are asked to enter information into both the Nodal OS and the Zonal OS.
Dual Entry Period – outlines a period of time in which Market Participants are asked to enter all outage information into both the Nodal OS and the Zonal OS.  The 168-hr test and the Nodal Transition Outage Management Guideline Plan are also discussed.
2 Release Overview

The EDS4 Release 9.2 procedure will follow the ERCOT release mechanism described earlier in this document.  Figure 1 illustrates how the OS EDS relates to other Nodal Market implementation activities in 2008 and gives a brief overview of the EDS4 9.2 events
.
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Figure 1
We need to do snapshots before each nodal system wide LFC test (2,8,48 hours) and MPs must perform dual entry from us completing snapshot through the completion of the test.  I would think this is necessary for operations

2.1 Early Deliveries

The Early Delivery System approach will allow ERCOT and Market Participants to begin Market testing as early as practical.  The OS functionality will be tested in several phases to ensure that a fully integrated product is released.  
The EDS4 Release 9.2 testing effort addresses the requirements of the Nodal Transition Plan sections:

· 5.4.1(2) (h) Verify for proper operation the functions of the Outage Scheduler;
· 5.4.1(2) (i) Verify that ERCOT operators are able to determine if the Outage of a Transmission Facility had been scheduled in the Outage Scheduler or is a Forced Outage;
· 5.4.10(3) ERCOT, TSPs and QSEs shall synchronize use of the Outage Scheduler for Transmission Elements and Resource outages, described in Protocols Section 3.1, to schedule outages such that both the existing outage scheduling tools and the TXMACS systems are properly updated.
ERCOT will take the NMMS
 network
 model and upload an equipment and connectivity list into the OS system to begin the release testing.  Qualified Service Entities (QSEs) with Resources and Transmission Operators (TOs) will connect to the Outage Scheduler application and demonstrate the ability to submit, modify, cancel, and group outages for Resources and Transmission Equipment.  MP’s will test their abilities through the Outage Scheduler RUI and if applicable, by external web services.  

The following OS objectives have been defined for EDS 4 Release 9.2:

Forced Outage Detection.

· Verify the ability of the EMS to receive outage list from OS

· Verify the automation and timing of information from the OS to the EMS
· Verify the FOD capability of the EMS
Connectivity and Data Submission 

· Verify MP ability to access the OS using the RUI

· When applicable, verify MP ability to access the OS through the RUI

· Verify Connectivity for group outages


· Verify MP’s ability to enter group outages

· Verify ERCOT’s ability to approve single and group outages

· Verify QSE/MP ability to receive updates on outage status

Validation of Performance 

· Verify OS ability to receive a specified quantity of data from multiple sources simultaneously via both the RUI and the API

Validation of Outage Evaluation in EMS
· Verify OS ability to send outage requests for the correct time period

· Verify OS ability to receive outage status changes from the OE
Validation of Outage Scheduler interfaces in EDS – outlines the process to be used to test the interface between the Outage Scheduler and the Transmission Security Analysis, RUC and posting of Resource Outage information.  The verification will include:

· Outage transfers from the OS into the DA TSA

· OS transfers  into RUC

· OS transfers to all other uses of OS information

Validation of Outage postings to MIS – outlines the process to be used to test the interface between the Outage Scheduler and the MIS to post Outages on the MIS Secure Area. The verification will include:

· Outage transfers from the OS into the MIS

· MIS Secure Area to Market Participants

In addition to the objectives listed above, additional activities will be required of ERCOT, QSEs with Resources, and Transmission Operators.  These include:
Zonal OS & Nodal OS Data Synchronization (3/12, 4/14, 5/12)

· Provide realistic outage information into the Nodal OS for testing of Nodal systems.  This data will not need to be current and will not need to be updated.  ERCOT will execute this task.(The Zonal outages transferred into the Nodal OS will not need to adhere to the Nodal Protocols at this point.  Therefore, consequential outages will be allowed.)
Zonal OS Downloads followed by MP updates (6/9, 7/7, During Release 6.3 test)
· Verify MPs ability to perform dual entries of outages into both the Nodal and Zonal OS.  
· Provide realistic outage information into the Nodal OS for the testing of Nodal systems. (Consequential outages will not be allowed after 6/2/2007)
Dual Entry Period
· Provide accurate outage entries into both the Nodal and Zonal systems.
· Transition Outage Evaluation from the Zonal EMS into the Nodal EMS.

2.2 Nodal Sandbox

The Nodal Sandbox is a Pre-Early Delivery Systems (EDS) Environment for development and testing of interfaces between Market Participants and ERCOT. This environment provides the tools for MPs to interface with the Web Services architecture prior to delivery of the core EDS systems. This environment is not intended for application functionality, stress, stability, or full production verification.  All of the services on the Sandbox will use the same XML structures and functions that will be deployed to the EDS but have loop back functionality to provide correct XML responses but do not interact with back-end ERCOT applications. 

ERCOT highly recommends Market Participants use the Nodal Sandbox, prior to EDS testing, to validate connectivity, understanding of specific web services, and technical architecture.  Web Services for Outage will be included in Release 7 which where made available in January 2008. The Outage Web Services include:
· Outage Creation

· Outage Cancellation

· Outage Query 
The services will conform to the External Interface Specification V1.07 and is accessible for MPs using any valid ERCOT digital certificate.  The Market Participant will also need to develop a client and have access to the internet.   ERCOT will verify interaction with the web service using clients developed in TIBCO, Java, and .Net.  Specifics about the client technologies are: 

· TIBCO: TIBCO Runtime Agent v5.5, TIBCO BusinessWorks v5.4

· Java: JRE v1.5.0, Axis v1.4, WSS4J v1.5.1

· .Net: Microsoft Visual Studio 2005, .NET SDK, Microsoft WSE 2.0

Market Participants should develop their own clients to interact with these services or use commercially or freely available web service test tools.  ERCOT does not plan to provide sample clients. 

2.3 Supporting Documents

The following documentation should be reviewed for a better understanding of the overall EDS 3 Approach, Market System Requirements, Generation Subsystem Requirements and ICCP specification details.
	Reference: Nodal Website
	Description
	Version

	EDS4 Approach

(http://nodal.elrcot.com/docs/pd/eds/index.html#oth)
	EDS 4 Approach document
	0.1

	Machine to Machine Interfaces

(http://nodal.ercot.com/docs/pd/eip/index.html#oth)
	Texas Nodal Enterprise Integration
External Interfaces Specification
	1.07


	Texas Nodal Sandbox Overview
(http://nodal.ercot.com/docs/pd/eds/se/sbo/eip_sandbox_overview_v1_8.doc )
	Overview of Test Environment that allows MPs to analyze the interaction of EDS systems necessary for the implementation of the Texas Nodal Market.
	1.8


3 Release 9.2.1 - Validation of Forced Outage Detection in EDS
3.1 Phase Overview

The objective of this release is to verify the ERCOT Nodal EMS’ ability to detect the forced outage of system equipment by comparing real-time status of equipment against outage information acquired from the OS.
For this objective to be accomplished, the Nodal OS application will pass approved and accepted outage information to the EMS system.  The EMS system will then compare the real-time status of each piece of equipment to its normal status.  Equipment in abnormal status will be checked against outage information passed from the Nodal OS, thereby identifying equipment in an abnormal (outaged) state.  Outaged equipment, not accounted for in the OS, will be identified as a forced outage.  MPs are required to submit all Forced outages into the OS as soon as practicable.
ERCOT Entry Criteria:
· ERCOT will populate the Nodal OS with outages submitted in the Zonal OS

· Integration of the Nodal OS and the Nodal EMS has completed FAT and ITest
· Nodal EMS alarm processing for Forced Outage Detection (FOD) configured

MP Entry Criteria
· None

3.2 EDS Testing Activities

ERCOT will verify the connectivity between EMS and OS

· Verify that actual outage event in real-time (RT) is validated against a scheduled outage (no alarm)

· Verify that an actual outage event in RT is validated against no scheduled outage (alarm to operators)

· Remove all outages from Nodal OS

ERCOT Exit Criteria:

· ERCOT has verified actual outage events in RT is validated against the Nodal OS

MP Exit Criteria

· None

3.3 Market Participant Involvement
This phase will not require MP involvement.  Outages transferred from the Zonal OS into the Nodal OS do not have to be current.  Consequential outages are allowed.
4 Release 9.2.2 - Connectivity and Data Submission
4.1 Phase Overview
The objectives of this phase of the release are two-fold.  The first is to verify all QSEs with Resources and Transmission Operators are able to enter data into the Nodal OS.  Secondly, TOs will be tested to ensure the connectivity feature offered in the Nodal OS is functional and accurate.  All MP’s will be tested in their use of the RUI, and the Web Services when applicable. 
ERCOT will publish a schedule by February 25th that assigns time slots for testing of each MP.  ERCOT will not designate the equipment to be entered by MPs in the OS, but will populate the Nodal OS with a relevant equipment list.  The equipment list will be for test purposes, and may not represent the most current equipment status.

ERCOT Entry Criteria:

· ERCOT has completed FAT testing on the OS

· ERCOT has completed FAT testing of the Tracer program

· ERCOT has completed a load of relevant equipment into the Nodal OS.

· ERCOT has integrated External Web Services and ERCOT developed UI
MP Entry Criteria:

· MPs using Web Services,  must have it completed along with preliminary testing in the Nodal Sandbox

4.2 EDS Testing Activities

Transmission Operating Company’s
MPs responsible for entering transmission equipment outages will be asked to enter the following types of outages using the RUI.  If a MP has an Web Service they will be asked to repeat the list using their Web Service.

· Planned Outage on a single piece of transmission equipment.

· Unavoidable Extension on the same piece of equipment

· Planned Outage Group that includes equipment picked using the connectivity feature as well as equipment not included on the connectivity list.  This submission will include MP verification of connectivity.
· Unavoidable Extension on the outage group 

· Remedial Switching Action Forced Outage on a single piece of equipment

· Forced Outage on a single piece of transmission equipment

· Forced Extension on the same piece of equipment

· Opportunity Outage – ERCOT will provide the associated Generator Outage

· Maintenance Level (1, 2, or 3)  on a single piece of equipment
· Unavoidable Extension

· Simple Outage on a single piece of equipment

· Unavoidable Extension
QSE’s with Resources
MPs responsible for entering Resource Outages will be asked to enter the following types of outages using the RUI.  If a MP has an Web Service they will be asked to repeat the list using their Web Service.

· Planned Non-Reliability Generation outage more than 8 days out on a single generating unit 
· Unavoidable Extension of that same outage

· Planned Non-Reliability Generation outage more than 8 days out on a single generating unit, de-rating the unit 50%

· Unavoidable Extension of that same outage

· Planned Non-Reliability Generation outage group more than 8 days out on a GT (0 MW) and an associated steam unit (derated).  This outage will apply only to QSE’s with combined cycle plants where the Steam unit can run at a decreased level after the outage of an associated GT.

· Opportunity Outage on a single unit. ERCOT will provide the associated Generator and Transmission outages.
· Planned Reliability Generation outage more than 30 days out on a single generating unit 

· Unavoidable Extension of that same outage

· Planned Load Resource outage more than 8 days out on a single generating unit 

· Unavoidable Extension of that same outage

· Planned Load Resource outage more than 8 days out on a single generating unit, de-rating the unit 50%

· Unavoidable Extension of that same outage

· Forced outage more than 8 days out on a single generating unit 

· Unavoidable Extension of that same outage

· Forced outage more than 8 days out on a single generating unit, de-rating the unit 50%

· Unavoidable Extension of that same outage

If a MP fails to complete any of the applicable outage tests, ERCOT will reschedule a time to re-test only those submission types which the MP failed to complete.

ERCOT Exit Criteria:
· All Defects classified as severity 1, 2, and 3 have been resolved
MP Exit Criteria:

· MPs have successfully completed the applicable scenarios listed above using the RUI, and if applicable via Web Services
4.3 Market Participant Involvement
The six-week connectivity and data submission period will require extensive Market Participant involvement.  ERCOT will publish a schedule for the initial round of Market Participant testing by February 25th, 2008.  ERCOT will consult MPs while compiling the schedule.  

It is imperative that MPs have adequate personnel available to perform this interactive testing.  In addition, it may be necessary to follow-up the initial round of testing with additional tests.  The ERCOT schedule will have time built in for this follow-up round of testing near the end of the six-week period.

5 Release 9.2.3 - Validation of Performance
5.1 Phase Overview

The objective of this phase of the release is test the ability of the Outage Scheduler to simultaneously handle requests from multiple MPs with the intent to simulate real-world loading of the OS.  The Validation of Performance phase will last two weeks beginning May 19, 2008.
ERCOT Entry Criteria:

· ERCOT has completed Release 9.2.2
MP Entry Criteria:

· MPs have completed Release 9.2.2
5.2 EDS Testing Activities

ERCOT will designate roles and testing periods for entry into the Outage Scheduler.  The roles will consist of some MPs using their API to enter outages while others enter information using the RUI. Outages for both resources and transmission elements will be submitted simultaneously.  The testing periods will be from 9 AM until 10 AM for the first week of the phase.  ERCOT will designate a quantity of outages to be entered during each two hour window as well as the method for entry.  Additional performance validation may be required for the second week of the phase.
ERCOT Exit Criteria:

· The Nodal OS satisfactorily during the performance test  
MP Exit Criteria:

· MPs support the necessary testing activities during this testing effort
5.3 Market Participant Involvement

In order to thoroughly test the OS with real-world conditions it will be necessary for MPs to participate in each of the test windows.  

6 Release 9.2.4 - Validation of Outage Evaluation in EDS 

6.1 Phase Overview
The objective of this release is to test the ability of the Nodal OS to submit outages to the Nodal OE and receive outage status changes from the OE.  This release will last ten weeks beginning June 2, 2008.

6.2 EDS Testing Activities
ERCOT will continue using the Zonal OS during this phase for normal processing of outage requests.  MPs will continue submitting outages into the Zonal OS.  Snapshots of the Zonal OS will be input into the Nodal OS for OE validation purposes.  

ERCOT Entry Criteria:

· EMS 5 has completed FAT testing

· The Nodal EMS and Nodal OS interface has completed ITest
MP Entry Criteria:

· None
6.3 Market Participant Involvement
Beginning June 2, 2008 Nodal Protocol guidelines will apply to all outages active after June 2.  All new entries for future outages must be made according to Nodal Protocol outage guidelines.  Most outages will not be affected by this requirement.  However, some outage types will change with Nodal Protocols (i.e. Opportunity Outages and Equipment Status Change).  

Perhaps the biggest change will be the elimination of consequential outages in the Nodal Market. A consequential outage is one where a piece of equipment is effectively outaged as a result of another approved outage.  The Nodal Protocols stipulate that any piece of transmission equipment that is removed from normal service be entered as an outage in the OS.  Beginning June 2, consequential outages in the Zonal system will not be allowed. For example, a line outage will require the breakers or line switches (or both) that remove it from service to also be entered.  These outages must be submitted along with the outage for the line in order to avoid conflict with EMS forced outage detection.  
There will be no outage groups available in the Zonal OS to correspond with Nodal outage groups.
ERCOT Exit Criteria:

· The Nodal OS can satisfactorily submit complete date-specific outage information to the OE as required for analysis and receive from the OE designated changes of status for an outage.

MP Exit Criteria:

· None
Release 9.2.5 - Validation of Outage Scheduler interfaces in EDS
6.4 Phase Overview
The picture below shows Outage scheduler’s interfaces with other Nodal systems and the Market Participants.  
Release 9.2.2 deals with Outage Scheduler external interfaces to the Market participants, while Releases 9.2.1 and 9.2.4 deal with Outage scheduler interfaces with EMS for Forced Outage Detection and Outage Evaluation.  This phase of testing involves testing of Outage Scheduler’s interactions with MMS, NMMS and CRR
[image: image1]
ERCOT Entry Criteria:
· MMS 2 (DAM & RUC) has completed FAT testing

· Outage Scheduler has completed FAT Testing

· NMMS has completed FAT Testing

· CRR has completed FAT Testing

· Outage Scheduler and MMS have completed ITest

· Outage Scheduler and NMMS have completed ITest 

· Outage Scheduler, CRR and NMMS have completed ITest
MP Entry Criteria:
· None 
6.5 EDS Testing Activities
During this phase of testing ERCOT will test the flow of information from and to Outage scheduler.  The data flows include
· Transfer of Outages from Outage Scheduler into RUC to build the network topology

· Transfer of Registration information such as Generation Resource Parameters, Resource to QSE mapping, Combined Cycle Unit Data and Split Generation Resource Data from MMS to Outage Scheduler

· Transfer of Equipment Information, Operatorship, In-Service and Out of service information and related elements from NMMS to Outage Scheduler.  ERCOT will test the ability to import all pertinent Transmission Elements in their entirety and shall test the ability to import both periodically and at the request of an ERCOT Outage Coordinator.
· Transfer of Outages from Outage Scheduler to CRR through CRR

ERCOT Exit Criteria:

· The Nodal OS can receive information from NMMS both periodically and upon initiation by the Outage Coordinator

· Nodal OS can push outage information into RUC programmatically and RUC can process the information
· Nodal OS can pull Registration information out of MMS programmatically

· Nodal OS can transfer Outage information into CRR programmatically and CRR can process the information
MP Exit Criteria:

· None
6.6 Market Participant Involvement
In order to thoroughly test the OS with real-world conditions it will be necessary for MPs to participate in each of the test windows.   MPs are required to continue entering outages into the Nodal Outage Scheduler system during this phase of testing, so that RUC can be tested in various scenarios with and without outages
7 Release 9.2.6 - Validation of Outage Postings to MIS
7.1 Phase Overview
The objective of this release is to test ERCOT’s ability to post Outage Scheduler reports, alerts and notices on the MIS and MP’s ability to view / download the reports,
The testing involves posting of the following reports on the MIS Secure Area
· Transmission Facilities Outages that have not been approved or rejected by ERCOT within one hour of receipt

· Withdrawal of approval of planned outages shall be posted within one of hour

· All approved Transmission Outages shall be posted on MIS within one hour of approval

· All rejected Transmission Outages within one hour of the rejection

· Accepted Transmission Outages within one hour of acceptance

ERCOT Entry Criteria:

· ERCOT has completed FAT testing on the above mentioned Outage Scheduler Reports
MP Entry Criteria:

· MPs are participating in EDS 4 Release 9.2.2 – Outage Scheduler Connectivity and Data Submission
7.2 EDS Testing Activities
To simulate real-world conditions, this phase of testing will occur in parallel to Phase 9.2.2 – Outage Scheduler Connectivity and Data Submission.  The reports will reflect activities performed by MPs and ERCOT Outage Coordinator during the Connectivity and Data Submission phase.  
ERCOT Exit Criteria:  All reports successfully posted on MIS 
MP Exit Criteria: Market Participants download the information from MIS 
7.3 Market Participant Involvement
During this phase of testing Market Participants will be required to download the reports from MIS and validate the information.  Any discrepancies will have to be reported to ERCOT.
8 Zonal OS Downloads into the Nodal OS 
8.1 Overview

There will be a total of five Zonal OS data transfers made into the Nodal OS between April 1, 2008 and the Nodal Go-live date of 12/1/2007.  The dates for these transfers correspond with critical Nodal system tests that require outage information.
The first three data transfers will occur on March 12, 2008, April 14, 2008, and May 12, 2008.  These transfers will not require any MP involvement.  During this time period Zonal Protocol rules will apply for all outages that are active prior to June 2, 2008 and for all outage entries for outages active during this time period.  An outage is considered to be active if its planned start is prior to June 2, 2008.
The final two data transfers will occur on June 9, 2008 and July 7, 2008.  Each of these transfers will be followed by dual-entry test periods.  For the 24 hours, MPs will be required to enter all outages and outage changes in both the Zonal and Nodal OS.  The first dual entry period will begin at 6 AM on June 10, 2008 and end 24 hours later.  The second dual entry period will begin at 6 AM on July 8, 2008 and end 24 hours later.  Nodal Protocols will govern the submission of outages during this time period.  We also need data synch before each ERCOT wide LFC test and MPs to do dual entry beginning after we synch through the test

These two periods of dual entry will be used to identify potential problems that may occur when the dual entry period for all outages starts on August 4, 2008.  It is expected that during these two test periods MPs will conduct their normal outage-related business, submitting information into both the Nodal and Zonal OS.  Participation is encouraged, but if a MP has no outage related business on that day, it is not required.

The Zonal OS will remain the primary tool used to facilitate outage analysis until after August 4, 2008.  Finals decisions on outage viability will continue to be made using the Zonal EMS system.

9 Dual Entry Period

9.1 Overview

For a period not to exceed 45 calendar days,  MPs will be required to dually enter all outages in both the Zonal and the Nodal OS during (1) the 168-hr test and (2) for a period starting no earlier than 7 calendar days prior to Nodal Go-Live.  .   During these periods of time ERCOT will dually process all outage submissions in both systems.  Nodal Protocol guidelines will apply to all outages and outage entries that are active for this time period.  Grouping of outages will not be available in the Zonal OS.  MP’s dual entry of outage information will be the only means of keeping consistent data in both systems.  For the period following the completion of the 168-hr test and prior to the 7 calendar days before Nodal Go-Live or the expiration of the 45 day time period, and to the extent that dual Zonal and Nodal outage scheduling is still deemed necessary by ERCOT, ERCOT shall bear the responsibility of migrating Zonal outages to Nodal outages, as needed, and MP’s will not be required to either enter or validate Nodal Outages.  Upon ERCOT’s approval that the Nodal Outage Scheduler is ready as the single outage scheduling process, MP’s shall begin entering and validating outages via the Nodal Outage Scheduler only.
9.2   168-hr test 
In September of 2008, ERCOT will begin the 168-hr test of all the integrated Nodal systems.  It will be essential that MP provide all outages to both the Nodal and Zonal systems during this period. ERCOT Outage Coordination will be transitioning from analyzing outages in the Zonal OE to using the Nodal OE.
9.3   Nodal Transition Outage Management Guideline Plan
QSEs with Resources and Transmission Operators should review in detail the plan developed by ERCOT and approved by TAC on June 28, 2007 that was called for in the Nodal Transition Plan section 5.4.10(1).  This plan is located at:   http://www.ercot.com/calendar/2007/06/20070628-TAC.html. 
10 Appendix
10.1   Issue Submission Lifecycle
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10.2 Draft Issue Submission Form

[image: image4.emf]*QSE Abrv. * Date Defect #

1. Partipant General Informaion

* First Name * Last Name

* QSE Name

Phone

* Email

2. EDS Issue & User Information 

* User Name * Certificate ID

* Submittal Date  

 Other???

* Observation Date 

* System(s) Affected 

** Please limit entry to 50 characters

* Short Description

** Please limit entry to 50 characters

What general category of issue does this belong to? 

Are screenshots of the error/issue available? 

If Yes, please attach with an email.

Are input files or response error/issue available? 

If Yes, please attach with an email.

Suggested Severity (please refer to ERCOT categorization standard)

3. Issue Details

Please complete the following form providing as much detail as possible.  The EDS testing team will review 

and investigate each item.  Once a determination has been made on priority and severity, unique defects 

will be logged.  Issue updates, work-arounds, and resolutions will be communicated at the end of the week 

wrap-up calls.  



* Indicates Required Fields

EDS Market Participant Issue Submission Form



(mm/dd/yyyy)

(mm/dd/yyyy)

Please describe any steps used to work-around this issue.  This will be helpful for all other Market Participants who may be affected 

until the issue has been identified and resolved.



* Please provide a description of the steps taken to reproduce 



* Describe the errror/issue observed.  Please be as detailed as possible in the space provided.



Please send the completed submission form along with any attachments to the EDS Team for review: 

EDS3Testing@ercot.com.  All general issues and questions not related to testing issue can be sent to the 

main EDS mailbox.  Thank you.


This is a living document.  The document and its contents have been drafted for discussion review by the Outage Scheduler Team.    It is expected that Nodal Project delivery details will be further refined.








�I am concerned about the cut-over to protocols below.  We need to chat about this.


�A complete outage set is not necessary for LFC testing.   Outages have no effect on frequency.  Frequency is determined by the load and generation.


�Does it need to be the NMMS network model or can it be something else?  I doubt it will be ready


�What other model is there?  If we can’t get an equipment list into the OS there isn’t much testing that can be done.


�What does this mean?  


�It is a check of the tracer program


�I don’t know why this is necessary,  LFC is independent of outages
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