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1. Overview

1.1. Development Purpose

The ERCOT Nodal Protocols, which were approved in August 2007, are the kernel requirements for the MMS. The bulk of the relevant Nodal Protocols are contained within Section 3 (Management Activities for the ERCOT System), Section 4 (Day-Ahead Market), Section 5 (Reliability Unit Commitment), and Section 6 (Supplemental Ancillary Services and Security Constrained Economic Dispatch) of the ERCOT Nodal Protocols though many other sections of the protocol document are also relevant to the design of the MMS.
This conceptual design specification is subordinate to and derived from the following requirement documents:

· MMS Day-Ahead Market (DAM) and Supplemental Ancillary Service Market (SASM) Requirements
· MMS RUC Requirements
· MMS SCED and Real-Time MMS Processes Requirements
· MMS Overall MMS System and Other Processes Requirements
· MMS Constraint Competitiveness Test (CCT) Requirements
1.2. Market Management System (MMS) Overview

The ERCOT MMS mainly consists of Day-Ahead Market (DAM), Supplemental Ancillary Service Market (SASM), Reliability Unit Commitment (RUC), Real-Time Security Constrained Economic Dispatch (SCED), and Competitive Constraint Test (CCT).
· Day-Ahead Market (DAM)
The DAM is a daily, co-optimized market in the Day-Ahead for Ancillary Service capacity, certain Congestion Revenue Rights (CRR), and forward financial energy transactions. Participation in the DAM is voluntary. The major market application components in DAM are:

· Ancillary Service Obligation Calculation (ASOC) [DAM PD1]
· Ancillary Service Insufficiency Check (ASIC) [DAM SC1, SC2]
· CRR Simultaneous Feasibility Test (SFT) – the CRR oversold quantity determination process [DAM CF1] and McCamey Flowgate Rights (MCFRIs) allocation in the DAM [DAM CF2]
· Derating of PTP Options Declared for Real-Time Settlement (POD) [DAM DC1]
· DAM Clearing Engine (DAMC) [DAM CE1-CE10]
· Supplemental Ancillary Service Market (SASM) [DAM SA1-SA5, AE1-AE4]
During the Adjustment Period, the SASM is used by ERCOT to procure Ancillary Services for: 


· Increased need of Ancillary Services capacity above that specified in the Day-Ahead;
· Replacement of Ancillary Services capacity that is undeliverable due to transmission constraints; or
· Replacement of Ancillary Services capacity due to failure of QSEs to provide.
· Reliability Unit Commitment (RUC)

The RUC processes are used by ERCOT to continuously evaluate and maintain system sufficiency and security. The RUC process determines commitment of generation Resources to match the forecasted system demand, subject to transmission constraints and Resource constraints. The RUC process commits additional generation capacity on top of Resources already committed in previous RUCs, Resources committed in the COPs and Resource capacity already committed to provide Ancillary Services. The RUC process can also decommit Resources; however, RUC may only decommit a Resource to resolve transmission constraints that are otherwise irresolvable. There are three RUC processes used in the MMS:

· Weekly RUC (WRUC) [RUC FR4]
· Day-Ahead RUC (DRUC) [RUC FR2]
· Hourly RUC (HRUC) [RUC FR3]
· Real-Time Security Constrained Economic Dispatch (SCED)

During Real-Time operations, the SCED process is used by ERCOT to produce the least-cost dispatch for On-Line Resources to match the system total generation requirement provided by the EMS system while observing Resource and transmission constraints. The SCED process evaluates Energy Offer Curves and Output Schedules to produce the Base Points for On-Line generation Resources.
· Constraint Competitiveness Tests (CCT)

The CCT is performed on each potential “Competitive Constraint” to determine if the constraint is “Competitive” or not. The CCT is performed annually, monthly, and daily. The daily CCT results provide a list of Competitive Constraints to be used in the SCED process.

1.3. Design Approach
Figure 1 provides an overview diagram of MMS conceptual architecture.
[image: image1.png]



Figure 1 MMS Conceptual Architecture

The ERCOT MMS is to be based on the ABB Market Manager software and platform which have already been proven in other energy markets. The most important features of this platform are:

1. Standards based (XML, WSDL, SOAP, HTTPS, LDAP, J2EE, JMS) wherever practicable - the use of standards provides easier upgrade paths and gives the option of replacing the system, module by module, with alternate products.
2. Oracle Relational Database as the main data repository.
3. Use of widely used 3rd party software instead of custom software wherever practicable - Sun ONE Web Server, Apache TOMCAT servlet container, JBOSS J2EE Application Server, ILOG CPLEX.
4. Very low reliance on a specific hardware vendor and operating system due to items 2 and 3.

5. XML over JMS messaging based workflow control and logging that allows easier integration with enterprise-wide workflow management and logging.
6. Java based Market Operator Interface (MOI).
7. XML based Market Participant Interface (MPI) - Web Services, Web Forms, and File Upload/Download.
8. Support for failover and high availability.
9. The JMS provider will be TIBCO EMS.

10. External Web Services will not be exposed directly to MP (QSE) from MMS. Instead the ERCOT integration layer will broker the request from the MP when using the programmatic interface.

The following sections discuss the design approach in more details.
1.3.1. System Functional Capabilities

This section covers the system functions. The application functions are covered in Section 2 (Functional Specification). The significant system functions are:

1. Market Timeline Management and Application Workflow Control

2. Market Participant Interface

3. Market Operator Interface

4. Data Validation Rules Engine

5. High Availability and Failover
Market Timeline Management and Application Workflow Control

The workflow control subsystem is used to manage the market system workflows (application sequences). The capabilities include:

· Schedule and control market events and workflow sequences with varying topologies.

· Control and supervise sequence applications.

· Provide load balancing at workflow sequence level.

Two mechanisms are provided for integrating market timeline based activities and applications with the workflow manager.
· The first mechanism, currently used for sequencing market timeline related activities, allows the user to configure an event template on a display and designate how frequently the event should be automatically activated. The market operator may manually intervene in the flow and HOLD, ACTIVATE-IMMEDIATELY, RERUN, or return to NORMAL state.
· The second mechanism, currently used for sequencing application flows, allows the user to build/modify application workflow sequences and related operator control displays. The market operator may manually intervene in the periodic execution of the sequences with STARTUP (initialize), RUN, ABORT and SHUTDOWN options.

Market Participant Interface

A web-based user interface (IE 6.0) as well as a programmatic interface (web services) will be provided for QSEs to interact with the MMS. The Market Participant Interface (MPI) requires JRE 5.0.x and the Forms Player plug-ins for IE. The Market Participant Interface supports three channels of communication (web page forms, XML file upload/download, and Web Services). All three channels use uniform web service as the core allowing the same PKI authentication, encryption, authorization, and business rules validation to be applied to data submitted via different channels. The use of the XML standard also permits other channels such as cell phones and PDAs to be included in the future as alternatives to the desktop.

Market Operator Interface

A web-based graphical user interface (Java Applet) will be provided to ERCOT Operators. The Market Operator Interface (MOI) provides modern display navigation tools including search mechanisms to locate displays and data. The Operator can personalize the work environment and presentation features that meet his/her needs. These can be saved along with user defined filters and charts. The MOI includes auditing of all Operator actions. All security data is stored and managed through the LDAP. The Market Operator Interface requires JRE 5.0.x plug-in.
Data Validation Rules Engine 

A rule-based framework is deployed for the validation module. Data validation rules are derived from requirements and Protocols. The rule-based engine (like JSR-94 compliant Quick Rules software) reduces maintenance and enhancement costs by cleanly separating business rules from application code. In most cases, the rule sets (based on the market rules) deployed in the system may be added or modified without any code changes. There are some cases where coding may be required for complex rules.
High Availability and Failover

High availability is supported for critical MMS functions through vendor provided control applications. High availability for applications that are run on demand through Oracle triggers is provided through Oracle RAC functionality combined with Cluster functionality.
External Web server availability is achieved through external load balancers.

The vendor provided control applications for the Application Servers include the Guardian program and the Procmon program. The Guardian program uses the middleware messaging system to provide system-level failover, and to start and stop the Procmon program. The Procmon program starts applications on a single server and monitors the state of the applications that it starts and can restart applications that terminate unexpectedly, and stop and restart applications that are not responding. In addition, if Procmon determines that a processor is not viable (if, for example, it is constantly restarting failed processes), it can institute a failover to another processor through the Guardian program. All relevant events on the system are logged to database tables and/or files.
Information about all applications that are scheduled to run is stored in the main Oracle database. This database is maintained across processors (using Oracle 10gRAC) and sites (using Oracle Data Guard). After an application has run successfully for a given time, the database entry for that time is marked. After a failover, the master control program is run on the new primary processor, and the scheduling of all unfinished jobs is resumed. Jobs that are past due are run immediately. However, jobs dependent on the results of other jobs are not run until the preceding jobs have been completed.

Internal Web server failover is managed through the external load balancers, which will transfer all load to the remaining server, should the other one fail.

1.3.2. Design Constraints
User Interface Limitations 

The following limitations are based on the assumption that the MMS Servers have at least the hardware outlined in Section 3.1.1 Server Hardware Overview. The Operator/Coordinator User Interface (UI) will support up to 25 concurrent users based on current hardware specifications. Each user may have up to 10 User Interface windows open. The Market Participant Interface connections will be http based and hence stateless. The peak load supported will be 800 bids/offers per 5 minutes, though the number of signed on users can be 1000.  
Power Source Requirements 

Servers require redundant UPS backed power sources.

Communication Requirements 

The connection between the primary and remote site will need to be redundant and at least 34 Mbps links.

ISP service will be provided for the Market Participant Interface. ERCOT will provide a redundant link.

Backup and Recovery Requirements 

All software and data will be backed up according to ERCOT’s standards. The MMS delivery requirements do not include backup and recovery software or procedures.

Space Requirements 

The spacing requirements and the cabinet count will be defined once the final configuration is known. Cabinets are typically 42” high and 19" wide. Multiple such cabinets will be required at both primary and secondary sites. There will need to be ample room for doorways and one meter of free space in front and behind the cabinets. AC outlets must be located in front of the cabinets and there must be enough room such that the AC outlets are not obstructed.

Raised floors are needed for passing of cables. Also, the doors to the room must be wide enough to allow the passage of cabinets to the room.

Maintenance Requirements

In order to maintain the system and to check the health of the software, monitoring software/programs shall be provided by Vendor and to be utilized by ERCOT for MMS applications.  Third party software components (Oracle, etc.) should be upgraded in consultation and be consistent with ABB product support for new releases of such products. Typical DBA activities such as clean up of Oracle log files and rebuilding of indexes must be performed to ensure availability of the database and high performance for data access. Application log files on the application server shall be deleted or archived periodically to avoid storage space issues and performance degradation. Monitoring of MMS software processes will be done by the System Monitoring Service. Hardware can be monitored using Enterprise Monitoring software such as HP OpenView. Hardware related maintenance constraints shall be provided by the manufacturer.

Training Requirements

Since the staff of both Market Participants and ERCOT Market Operators evolves over time, ERCOT needs to be self sufficient in their ability to implement an ongoing User Training Program. In response to this need, typical user-level training for the MMS follows a “Train-the-Trainer” philosophy. In addition both user-level hands on and classroom trainings may be provided to ERCOT with the goal of empowering ERCOT trainers to implement their user-level training program.

In addition, internal training may also be provided to ERCOT to enable ERCOT to eventually take over the maintenance of the MMS. The scope of training is outside the MMS system delivery requirements.

1.3.3. Assumptions 

Many relevant assumptions are included in the design constraints section above. It is also assumed that data required from other ERCOT systems will be delivered with the permitted latencies. 

Interface Data Latency Considerations
Between the time a specific market closes and the time at which the particular market clearing software runs, it may be necessary to post-process the data and perform additional data validation that can only be done after all the data has been received. Provision must be done for this additional processing by starting the market clearing software  after the market closes, leaving adequate time for data validation and processing tasks to occur.
Interface Data Security Requirements
It is assumed that data exchanges between MMS and other ERCOT subsystems are between trusted sources and data encryption is not required. Simple authentication using username/password will be performed as part of these exchanges. It will not be necessary to perform mutual authentication or to maintain additional authorization information.

Data exchanges between the QSEs and the MMS that utilize IP protocol  will be secured using the SSL protocol and mutual authentication using digital certificates.  . 
Interface Data Formats 
With the exception of the NMMS to MMS interface, the other data interfaces will all be using custom formats to be agreed upon as part of the detailed design phase of the project. The NMMS to MMS data exchange will be an extension of the industry standard CIM/XML format.

Interface Data Exchange Mechanisms

The interface Data Exchange Mechanism will use a variety of options such as point to point (Oracle to Oracle, file transfer, etc.) and publish/subscribe where appropriate. These interfaces will be selected based on ERCOT standards and performance requirements.

1.4. Data Flow Overview

The following data flow diagrams represent the input/output flows for the primary software sequences, namely, Day-Ahead Market (DAM), Reliability Unit Commitment (RUC), Supplemental Ancillary Services Market (SASM), and Real-Time Security Constrained Economic Dispatch (SCED). The data flows are shown separately for the sake of clarity. The individual data flows are mapped to the actual data components in Table 2 and Table 3. 
The following symbols are used in the data flow diagrams:
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1.4.1. DAM Data Flow

Figure 2 is an overview data flow diagram for DAM that illustrates input data, output data, and major processes in DAM. The key DAM processes are:

· MI Validation Module: This module receives input data from various external systems, validates the data, and provides the validated input data for DAM. [DAM PD3]
· RMR Offer Creation Module: This module creates the Three-Part Supply Offers for DAM inputs for RMR Resources based on RMR contracts from Settlement. [DAM ST1]
· AS Obligation Calculation (ASOC): This module calculates the QSE AS obligations. [DAM PD1]
· AS Insufficiency Check (ASIC): This module evaluates if there is AS insufficiency in DAM. [DAM SC1]
· Day-Ahead CRR Simultaneous Feasibility Test (SFT): This module determines DAM oversold CRR quantities for Settlement. [DAM CF1] and determines MCFRI allocation in the DAM [DAM CF2]
· Derating of PTP Options Declared for Real-Time Settlement (POD): This module determines if the PTP Options declared for Settlement in Real-Time can be accommodated by the available transmission capacity. If these options cannot be accommodated, then the options are derated for DAM-modeling purposes proportional to their impact on the overloaded transmission elements. [DAM DC1]
· DAM MCE: This module is the DAM market clearing engine. [DAM CE1-CE10]
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Figure 2 DAM Data Flow Diagram

ERCOT Reviewer for Figure 2:
Change “CRR Auction data” to “CRR Ownership Data”.
“AS Obligations” is an input for “MI Validation Module”
A flow for “DAM AS insufficiency” to “DRUC” is needed.
Add  a flow for “Self-Schedule” after “MI Validation Module”  to “Credit Management” 
1.4.2. RUC Data Flow

Figure 3 is an overview data flow diagram for RUC that illustrates input data, output data, and major processes in RUC. The key RUC processes are:

· MI Validation Module: This module receives input data from various external systems, validates the data, and provides the validated input data for RUC Clearing. [DAM PD3, RUC FR9]
· RMR Offer Creation Module: This module creates the Three-Part Supply Offers for RUC inputs for RMR Resources based on RMR contracts from Settlement. [DAM ST1, RUC FR10]
· Mitigated Offer Cap Calculation: This module produces the Mitigated Offer Cap Curve to be used in RUC.[RUC FR14, SCED FR5 – 5-2, FR31]
· RUC MCE: This module is the RUC solution engine. [RUC FR31, FR36, FR40, FR41]
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Figure 3 RUC Data Flow Diagram
ERCOT Reviewer for Figure 3: 
Remove dataflow “Total Self Arranged AS by type” from MI to RUC

Add dataflow “Previous VDI Commitment” from MI to RUC

Change “DC Tie Schedule” to “DC Tie Schedule (as entry of COP)”

Change dataflow “Weekly,Hourly,Daily Load Forecast” to “Most current Hourly Load Forecast” 

1.4.3. SASM Data Flow

Figure 4 is an overview data flow diagram for SASM that illustrates input data, output data, and major processes in SASM. The key SASM processes are:
· MI Validation Module: This module receives input data from various external systems, validates the data, and provides the validated input data for SASM. [DAM SA2-SA3]
· COP Monitor: This module monitors the COP updates and alerts the ERCOT Operator of the COP changes. [DAM AE3]
· AS Responsibility Check: This module checks if QSE AS schedules in COP meet its AS responsibilities. [DAM AE3; Overall FR30]
· AS Deliverability Evaluation Function (DEF): This module evaluates if the QSE AS schedules in COP are deliverable. [DAM AE4]
· AS Obligation Calculation (ASOC): This module calculates QSE AS obligations. [DAM PD1, AE1]
· SASM MCE: This module is the SASM market clearing engine. [DAM SA1]
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Figure 4 SASM Data Flow Diagram
ERCOT Reviewer for Figure 4: 
Change “AS Awards” From MI to “AS Trades” 

Add a data flow for “AS Obligations” to “MI Validation Module” 
A new data flow for “AS Failure and Replacement” from “Operator Review…” to “Settlement” is needed.
1.4.4. SCED Data Flow

Figure 5 is an overview data flow diagram for SCED that illustrates input data, output data, and major processes in SCED. The key SCED processes are:

· MI Validation Module: This module receives input data from various external systems, validates the data, and provides the validated input data for SCED. [DAM PD3]
· Mitigated Offer Cap Calculation: This module produces the Mitigated Offer Cap Curves to be used in SCED. [RUC FR14, SCED FR 5 – 5-2, FR31]
· SCED MCE: This module is the SCED solution engine. [SCED FR36 -39]
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Figure 5 SCED Data Flow Diagram
1.4.5. Interface Types and Data Flows
Table 1 indicates the type of technology used for interfaces. The ERCOT Operator interaction and manual inputs to MMS via MOI are described in details in Section 2.4.5(DAM), 2.5.5(RUC), 2.6.5(SASM), and 2.7.5(SCED).

Table 1 Interface Type
	Type
	Description

	DB
	Database tables provided

	XMLF
	XML file transfer

	CSVF
	CSV file transfer

	XMLJ
	XML over JMS middleware message

	WS
	Web Service (SOAP over HTTP)

	PH
	Phone Call


Table 2 specifies categories, sources and interface types of input data.
Table 2 MMS Input data flows

	Flow ID
	Data Category, MMS Input
	Source
	Interface Type
	Mapping to Business Requirements

	1
	Three-Part Supply Offers
	QSE
	WS
	DAM: PD2, PD3, VA10, ST1; RUC  FR8, FR9, FR11; SCED: FR4, FR4-1; Overall: FR78 – 79, FR27 – 28 

	1
	DAM Energy Only Bids/Offers
	QSE
	WS
	DAM: PD2, PD3, VA11, VA12

	1
	Self-schedules energy
	QSE
	WS
	DAM: PD2, PD3, VA7

	1
	Current Operating Plan (COP)
	QSE
	WS
	DAM: VA14; Overall: FR29 – 32 RUC: FR5-6

	1
	AS Offers
	QSE
	WS
	DAM: PD2, PD3, VA8, SC3, SA2

	1
	Self Arranged AS
	QSE
	WS
	DAM: PD2, PD3, VA7, SA3

	1
	Resource Parameters
	QSE
	WS
	Overall: FR48     RUC: FR7

	1
	AS Trades
	QSE
	WS
	DAM: PD2, PD3, VA9

	1
	Capacity Trades
	QSE
	WS
	DAM: PD2, PD3, VA1

	1
	Energy Trades
	QSE
	WS
	DAM:PD2, PD3, VA2

	1
	DC Tie Schedule
	QSE
	WS
	DAM: PD2, PD3, VA3; Overall: FR 22 - 24 RUC FR49

	1
	CRR Offers
	QSE
	WS
	DAM: PD2, PD3, VA5

	1
	PTP Obligation Bids
	QSE
	WS
	DAM :PD2, PD3, VA6

	1
	Output Schedules
	QSE
	WS
	SCED:FR1 - 2, FR7 -  10-1, FR14 – 16, FR74

	1
	Incremental/Decremental Energy Offer Curve
	QSE
	WS
	SCED: FR4, FR12

	101
	Undeliverable AS Replacement Notice
	QSE
	PH
	DAM: AE2

	2
	Market Participant Registration data
	REG
	DB
	DAM: PD3  RUC:FR7

	2
	Market Participant Users data
	REG
	DB
	DAM: PD3

	2
	Market Participant Users System Access data
	REG
	DB
	DAM: PD3

	2
	Combined Cycle Registration Data
	REG
	DB
	DAM: ST2           RUC FR48

	2
	Split Generation Resource Registration Data
	REG
	DB
	RUC: FR50

	2
	Resource and QSE- mapping, Resource Commercial Operation Date
	REG
	DB
	SCED: FR4 – 5; DAM PD3

	2
	Flag to indicate whether Resources is qualified as a synchronous condenser capable Resources
	REG
	DB
	DAM: VA14; Overall FR29

	2
	Flag to indicate whether a QSE is qualified to have DSR
	REG
	DB
	SCED: FR9

	2
	Flag to indicate whether the Load Resource or Controllable Load Resource is part of DSR Load
	REG
	DB
	SCED: FR9

	3
	CRR Ownership Information
	CRR
	DB
	DAM: VA5, VA6

	3
	McCamey Flowgate Definitions
	CRR
	DB
	DAM: CF2

	3
	Parameters of Wind Powered Generation (WPG) Resource eligible for McCamey Flowgate Right (MCFRI) allocation
	CRR
	DB
	DAM: CF2

	4
	NERC Tag Data
	ETAG
	DB
	DAM: VA3

	5
	Credit Information
	CM
	DB
	DAM: CR1

	6
	AS Plan
	ERCOT
	DB
	DAM: PD1

	7
	Maximum RRS Percentages
	ERCOT
	DB
	DAM: VA7, CE4; Overall: FR30

	8
	RMR Contract Data
	STL
	DB
	DAM: ST1 RUC:FR10

	9
	Generic Caps
	STL
	DB
	DAM: VA10

	9
	Settlement parameters
	STL
	DB
	DAM: VA10  RUC:FR11, FR13, FR14

	9
	Verifiable Costs
	STL
	DB
	DAM: VA10

	9
	Verifiable incremental heat rate curve, Verifiable variable O&M and Capacity Factor
	STL
	DB
	SCED: FR5 – 5-1

	10
	Load Ratio Share
	STL
	DB
	DAM: CE1

	11
	Network Model (CIM XML)
	NMMS
	XMLF
	DAM: DC1, CF1, CE3 RUC: FR32, FR36

	11
	Basic CIM Extensions
	NMMS
	XMLF
	RUC: FR32, FR36
Overall: FR48

	11
	CIM Extensions: Tap Changer PAR Extension
	NMMS
	XMLF
	RUC: FR32, FR36

	11
	CIM Extensions: HUB and Load Zone Definition
	NMMS
	XMLF
	SCED FR32

	11
	CIM Extensions: Rollover Definition
	NMMS
	XMLF
	RUC: FR32, FR36

	11
	CIM Extensions - Contingency List
	NMMS
	XMLF
	RUC: FR27

	11
	CIM Extensions - SPS/RAP data
	NMMS
	XMLF
	RUC: FR36, FR38

	11
	CIM Extensions – Default Resource Parameters
	NMMS
	XMLF
	RUC: FR7, Overall: FR48

	12
	Dynamic Ratings
	EMS
	DB
	RUC: FR19

	13
	Generic Constraints
	EMS
	DB
	RUC: FR20, FR54   Overall: FR47

	14
	Load Data
	EMS
	DB
	

	15
	Load Distribution Factors
	EMS
	DB
	RUC: FR16

	16
	Current Breaker and Switch Status
	EMS
	DB
	RUC: FR32

	17
	Outage Schedule data
	OS
	DB
	RUC: FR17, FR18

	18
	Resource Parameters
	REG
	DB
	SCED FR5, FR8, FR 10 – 10-1 RUC:FR7
Overall: FR48

	18
	Settlement Point data
	REG
	DB
	DAM: CE1

	
	
	
	
	

	21
	Monitored CSCs and CREs
	NMMS
	XMLF
	

	22
	Current Resource Commitment Status
	EMS
	DB
	RUC: FR33

	23
	Historic Resource Commitment Status
	EMS
	DB
	RUC: FR33

	
	
	
	
	

	25
	Most current Hourly Load Forecast
	MTLF
	DB
	RUC: FR15

	
	
	
	
	

	
	
	
	
	

	31
	SCADA data
	GEN
	DB
	SCED FR28

	32
	Resource Limit Calculator (RLC) data
	GEN
	DB
	SCED FR33

	33
	LFC data
	GEN
	DB
	SCED FR51-1 – 51-2, FR9

	34
	Other Generation data
	GEN
	DB
	SCED FR33-1, FR28-4

	35
	SE Solution
	SE
	DB
	SCED FR27 - 27-1

	36
	Network Constraint Data
	TCM
	DB
	SCED FR29

	37
	Shift Factors
	TCM
	DB
	SCED FR29

	38
	Competitive Constraints
	CCT
	DB
	SCED FR29-1

	39
	Fuel Index Price (FIP), Fuel Oil Price (FOP),
	Platts
	DB
	SCED: FR5 – 5-1

	40
	The State Estimated Flow on transmissions elements where there is a Current Transformer (CT) associated with an EPS meter installed for a Net Metering facility.
	SE
	DB
	SCED: FR69

	40
	The energy at the bus associated with the settlement meter integrated for the 15 minute interval
	EMS
	DB
	SCED: FR69


Table 3 specifies categories, sources and interface types of output data.
Table 3 MMS Output Data Flows
	Flow ID
	Data Category, MMS Output
	Source
	Interface Type
	Mapping to Business Requirements

	51
	AS QSE Obligation
	DAM
	WS
	DAM: PD1

	52
	Oversold CRR Quantities
	DAM
	DB
	DAM: CF1

	52
	DAM MCFRI Allocations
	DAM
	DB
	DAM: CF2

	53
	Derated CRR Offers
	DAM
	DB
	DAM: DC1

	54
	Reduced AS Plan
	DAM
	WS
	DAM: CE4

	61
	Awarded Hourly DAM Energy-Only offers/bids
	DAM
	DB, WS
	DAM: CE8

	62
	Awarded Hourly Three-Part Supply offers
	DAM
	DB, WS
	DAM: CE8

	63
	Awarded Hourly Ancillary Services Offers
	DAM
	DB, WS
	DAM: CE8

	64
	Awarded PTP obligation bids
	DAM
	DB,WS
	DAM: CE8

	65
	AS Market Clearing Price for Capacity (MCPC) for each AS type and each Hour
	DAM
	DB,WS
	DAM: CE9

	66
	DAM Locational Marginal Price (LMP)
	DAM
	DB,WS
	DAM: CE9

	67
	DAM SPP
	DAM
	DB,WS
	DAM: CE9

	68
	Binding transmission constraints identified in DAM process (Shift factors, limits and Shadow Prices)
	DAM
	DB
	DAM: CE9

	68
	De-selected contingencies from the standard contingency list prior to DAM execution
	DAM
	DB
	DAM: CE9

	68
	De-selected contingencies/constraints during the NSM-NCUC iterations
	DAM
	DB
	DAM: CE9

	68
	Total quantity in MWh of AS Offers received for each AS type
	DAM
	DB
	DAM: CE9

	68
	Total quantity in MWh bought for each Settlement Point
	DAM
	DB
	DAM: CE9

	68
	Total quantity in MWh sold for each Settlement Point
	DAM
	DB
	DAM: CE9

	68
	Aggregated AS Offer Curve for all offers for each AS type
	DAM
	DB
	DAM: CE9

	68
	DAM AS Insufficiency Information
	DAM
	DB
	DAM: SC2

	69
	Capacity Trades to Settlement system
	MI
	DB
	DAM: VA1

	69
	Energy Trades to Settlement system
	MI
	DB
	DAM: VA2

	69
	Self-Schedules to Settlement system
	MI
	DB
	DAM: VA4

	69
	DC-tie Schedules to Settlement system
	MI
	DB
	DAM: VA3; SCED: FR28-2

	69
	Ancillary Service Trades to Settlement system
	MI
	DB
	DAM: VA9

	71
	SCED time stamp
	SCED
	DB
	SCED: FR35

	72
	Base Points 
	SCED
	DB
	SCED: FR35

	73
	LMP 
	SCED
	DB
	SCED: FR35

	74
	Reference LMP 
	SCED
	DB
	SCED: FR42

	75
	Settlement Point Price
	SCED
	DB
	SCED: FR63-68

	76
	Binding transmission constraints identified in second SCED calculation
	SCED
	DB
	SCED: FR35

	
	
	
	
	

	78
	A flag to indicate that a DSR’s Base Point is not equal to its Output Schedule
	SCED
	DB
	SCED: FR35-3

	79
	A flag to indicate the Base Point is violating the original HDL or LDL sent by EMS.
	SCED
	DB
	SCED: FR35-3

	80
	DC Tie Schedule to EMS
	MI
	DB
	SCED: FR28-2

	80
	COP to EMS
	MI
	DB
	SCED: FR28-2

	80
	Generation Normal and Emergency  Ramp Rate Curve to EMS
	MI
	DB
	Overall: FR48 SCED: FR28-2

	80
	Non-Spin deployment active flag and activation time for each Resource to EMS
	MI
	DB
	Overall: FR15 – 15-5  SCED: FR28-2

	80
	Time stamp of deployment and recall of RRS from Load Resources excluding Controllable Load Resources to EMS
	MI
	DB
	Overall: FR16 SCED: FR28-2

	81
	RUC time stamp
	RUC
	DB
	RUC: FR59

	82
	RUC cleared commitment
	RUC
	WS, DB
	RUC: FR59

	83
	RUC cleared decommitment and the corresponding reason code
	RUC
	WS, DB
	RUC: FR59

	84
	Binding transmission constraints identified in RUC process
	RUC
	DB
	RUC: FR63, FR67

	85
	De-selected contingencies from the standard contingency list prior to RUC execution
	RUC
	DB
	RUC: FR27

	86
	De-selected contingencies during the NSM-SCUC iterations
	RUC
	DB
	RUC: FR28

	87
	De-selected constraints during the NSM-SCUC iterations
	RUC
	DB
	RUC: FR28

	88
	Undeliverable Resource Ancillary Service Capacity
	RUC
	WS, DB
	RUC: FR64

	89
	RUC Procured AS for DAM/SASM AS Insufficiency
	RUC
	DB
	RUC: FR26

	90
	Shift Factors and shadow price with respect to the binding transmission constraints in RUC
	RUC
	DB
	RUC: FR63

	91
	Awarded Hourly Ancillary Services Offers
	SASM
	WS
	DAM: SA4

	92
	AS Market Clearing Price for Capacity (MCPC) for each AS type and each Hour
	SASM
	DB
	DAM: SA5

	93
	The AS insufficiency ( i.e., the value of the under procurement slack variable), if any, for each AS Type for each hour
	SASM
	DB
	DAM: SA1

	93
	Failure to provide AS quantity by QSE
	SASM
	DB
	DAM: SA1

	94
	Total AS procured in MW (SASM Summary)
	SASM
	DB
	DAM: SA5

	95
	Aggregated AS Offer curve (SASM Summary)
	SASM
	DB
	DAM: SA5

	99
	List of Constraints
	CCT
	DB
	

	 
	Awarded CRR Offers
	DAM
	DB
	DAM: CE8

	100
	QSE Undeliverable/Default AS Capacities 
	SASM
	WS
	DAM: SA1


Note that the indicated interface types and data flows are tentative and may change depending upon ERCOT’s final integration approach.

1.5. Delivery Mechanism & Schedule

The vendor process for packaging and delivery of the MMS software consists of the following steps: 

1. Accepting of delivery requests from developers by the release manager

2. Opening of project stream for deliveries by the release manager

3. Compiling the code to check for compilation errors

4. Making the baseline

5. Verifying release contents against delivery requests

6. Compiling the Kits

7. Deploying of runtime for QA testing

8. Sending Release Heads-up to customer

9. Creating Release Notes

10. Getting Release Sign-off from the Project Manager, and the Customer Focus Director or Quality Leader

After the vendor sign-off for the release is completed the following steps will need to be followed:

1. Transmittal of Release to ERCOT via pre-defined mechanism (email, ftp, etc.)

2. Deployment of the MMS Kits by ERCOT:
a. Operator System Kit (automated deployment)

b. Requester System Kit (mostly automated)

The schedule for the project activities including delivery of the system is included in the Phase 2 contract material.

2. Functional Specification

2.1. Overview

The ERCOT MMS consists of the following primary Market Applications:

· Day-Ahead Market (DAM)

· Reliability Unit Commitment (RUC)

· Supplemental Ancillary Services Market (SASM)

· Constraint Competitiveness Tests (CCT) 
· Real-Time Security Constrained Economic Dispatch (SCED)

Figure 6 shows how the Market Applications interface with other ERCOT sub-systems.
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Figure 6 Data Flow between MMS and Other Systems
The MMS Market Applications (MA) receive input data from other ERCOT market systems as follows:

· Access the bids/offers/schedules/trades/COP/Resource Parameters data from Market Infrastructure (MI) system

· Receive the most current network status data from EMS

· Receive Ancillary Service requirements from EMS

· Receive Real-Time constraint data, telemetry data, and State Estimator results from EMS
· Receive limits, dynamic ratings, and load distribution factors from EMS

· Receive SPS/RAP from NMMS

· Receive the contingency list from NMMS
· Receive CRR ownership and MCFRI allocation data from CRR system

· Receive load forecast data including Wind Power forecast from EMS
· Receive outage schedules from Outage Scheduler

· Receive CSCs and CREs from data files

· Receive the Network model from the NMMS system
· Receive PSS/E network model files from the CRR auction system for Annual and Monthly CCT
· Receive Resource parameter data from Registration and NMMS
· Receive Counter-Party credit limits and Counter-Party to QSE mappings from the Credit system.

The awards and prices as well as other results of the MMS Market Applications are communicated with other ERCOT market systems as follows:
· Output the results of the market and operations scheduling applications (awards and prices) to MI system, for publication to QSEs and for later retrieval by Settlement System

· Output the dispatch schedules for generators to EMS
· Output the final determination of Daily Competitive Constraints to SCED and the MIS Secure Area
· Output constraint information to MIS
2.2. Data Flow Between Market Applications

Figure 7 illustrates the data flow between the primary Market Applications.


[image: image12.emf]SFT

Derating CRR 

Options

Day-Ahead Market (DAM)

SASM MCE

AS Evaluation

HRUC

WRUC

DRUC

Reliability Unit Commitment (RUC)

Daily CCT Test

Competitive Constraint

Test (CCT)

Security Constrained Economic

Dispatch (SCED)

SCED STEP 1

SCED STEP 2

Operator Reviewed and Approved 

Daily CCT Test Results

SASM

Un-cleared AS Offer

AS Awards

Derated CRR Options

SASM AS

Insufficiency Information

Un-cleared Three-Part Offer in DAM

DAM AS Insufficiency Information

Un-cleared Three-Part Offer in DAM

Updated 

COP

QSE Updated Output Schedule

QSE Submitted Energy Offer Curves 

for non-bid Resources

 committed in RUC

QSE Updated COP

Operator Manual 

Commitment

Three-Part Offer in DAM

DAM MCE

ASIC

QSE

Updated

COP

ERCOT Operator 

Review and 

Approve


Figure 7 Data Flow between Market Applications

The data flow between the primary Market Applications are:

· Derated CRR Options: Before DAM execution, MMS performs POD to determine if the PTP Options declared for Settlement in Real-Time can be accommodated by the available transmission capacity. If these options cannot be accommodated, then the options are derated for DAM-modeling purposes and are proportional to their impact on the overloaded transmission elements. The derated CRR Options are inputs to DAM MCE.  [DAM DC1]
· DAM Awards: MMS communicates the DAM Awards to QSEs. QSEs update COP according to DAM AS awards. 
· The QSE updated COP, Un-cleared Three-Part Offers in DAM, and the DAM AS Insufficiency information are inputs to DRUC. [RUC FR5, FR8, FR24]
· The Un-cleared AS Offers and AS awards from DAM are inputs to SASM. [DAM SA1]
· The QSE updated COP, the Un-cleared Three-Part Offer in DAM are inputs to HRUC [RUC FR5, FR8, FR11]
· DRUC and HRUC Results: MMS communicates the DRUC commitments and decommitments to QSEs. QSEs update COP accordingly. The QSE updated COPs are inputs to HRUC. QSE updated COPs based on the RUC results are inputs to SASM. [RUC FR59, FR64-65, FR26, FR5]
· SASM Results: The SASM AS insufficiency information is input to HRUC. [DAM SA1, RUC FR24]
· HRUC Results: MMS communicates the HRUC commitments and decommitments to QSEs. QSEs update COP accordingly. The QSE updated Output Schedule and QSE submitted Energy Offer Curves for Non-Offer Resources committed in RUC are inputs to Real-Time SCED. [RUC FR59, FR62, FR64-65, FR26, FR5]
· Daily CCT Test Results: The Competitive Constraints identified by the daily CCT test are operator gated inputs to Real-Time SCED.[ Overall: FR37-1; SCED FR29-1, FR37, FR39]
2.3. Market Timeline

The major market activities and their associated timeline during the Day-Ahead, Adjustment Period, and Real-Time Operation are described in this section.

The scheduling and pricing sequences included in Market Applications are:
· Weekly Reliability Unit Commitment - for the next seven Operating Days with 168 hourly periods and executed by ERCOT Operator on demand basis. [RUC FR4]
· Daily Competitive Constraint Test – for the next day using the peak hour network model and executed once a day by 0600 in the Day-Ahead.
· Determination and Enforcement of the System-Wide Offer Cap (SWCAP) [Overall: FR46]
· MMS calculates the accumulative Peaker Net Margin (PNM) as soon as the data is available after the end of the previous Operating Day but no later than 0700 of the current Operating Day.
· If the PNM exceeds the $175,000 margin, MMS alerts the ERCOT Operator that the margin has been exceeded.  The ERCOT Operator will initiate a desk procedure to verify prices and send a market notice that the PNM has been exceeded.  To effectuate the changeover from the HCAP to the LCAP, the MMS will provide the function for the ERCOT Operator to select the date and time to activate the LCAP, and then the LCAP will be in effect for the remainder of the current annual resource adequacy cycle.
· The SWCAPs in effect for the current Operating Day and the next Operating Day are posted to the MIS Public Area and updated on a daily basis.

· MMS will process offers submitted for future Operating Days that have passed validation against the then-effective SWCAP but exceed the updated SWCAP to ensure that the prices for those offers are capped at the updated SWCAP.
· Counter-Party’s Credit Limit Adjustment - If Counter-Party’s credit limits are unavailable for the DAM from the Credit system, the Counter-Party’s credit limits that were provided on the most recent Business Day are adjusted by 0700 for DAM participation in lieu of the bids and offers that have cleared for the Day-Ahead Markets since the last receipt of credit limits from the Credit system until a new credit limit for that QSE’s Counter-Party is received from the Credit system. [DAM CR2]
· Day-Ahead Market -- for 24 hourly periods executed daily at 1000 the day before the Operating Day. The Day-Ahead Market includes the five sub-functions:

· Day-Ahead CRR Simultaneous Feasibility Test (SFT) [DAM CF1] and MCFRI Allocations [DAM CF2]
· Derating CRR Options Declared for Real-Time Settlements (POD) [DAM DC1]
· Ancillary Service Obligation Calculation (ASOC) [DAM PD1]
· Ancillary Service Insufficiency Check (ASIC) [DAM SC1]
· Day-Ahead Market Clearing Engine (DAM MCE) [DAM CE1-CE10]
· Day-Ahead Reliability Unit Commitment - for the Operating Day with 24 hourly periods and executed daily at 1430 the day before the Operating Day. [RUC FR2]
· Hourly Reliability Unit Commitment - for up to 32 hourly periods and executed each hour at 60 minutes prior to the Operating Hour. [RUC FR3]
· Hourly Ancillary Service Capacity Evaluation - for up to 32 hourly periods and executed each hour at 60 minutes prior to the Operating Hour. [Overall FR30] 

· Supplemental Ancillary Service Market – for the Operating Hour, executed on demand in the Adjustment Period but not less than 120 minutes before the Operating Hour.  [DAM SA1]
· Real-Time SCED – for one interval of 5 minutes and scheduled to be executed every 5 minutes in the Operating Hour. [SCED FR51 – 51-2].
· AS Deployment/Recall in the MMS - when required during the Operating Hour, ERCOT Operator may utilize the MMS functions to:
· Deploy/Recall RRS from Load Resources excluding Controllable Load Resources [Overall: FR16]
· Deploy/Recall Non-Spin from Generation and Load Resources [Overall: FR15, FR15-1~5]
2.3.1. Day-Ahead Market
Figure 8 shows the Day-Ahead Market Timeline and activities related to the MMS ERCOT System. The scheduling activities that support the ERCOT Day-Ahead Market are executed daily for the next Operating Day.
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Figure 8 Day-Ahead Market Timeline (including DRUC)

ERCOT Reviewer for Figure 8: 
Add “Receive Credit Limit for Counter-Party for Business Day” in box of “At 0600” 
Add box of “0600 – 0700 Adjust Credit Limit for Counter-Party if No credit limit is received” 
Please add “ERCOT Operator (After 0600) Execute SFT and MCFRI Day-Ahead Allocation” to right after 6:00AM
Please change “ERCOT Operator (by 0900) Execute SFT” to “ERCOT Operator (by 0900) Notify MCFRI Day-Ahead Allocation”
The major activities on the Scheduling Day for the Day-Ahead Market are: 

Before 1900 on Business Days:

· Credit limits will be passed to MMS from the Credit System on Business Day evenings  [DAM CR1 & CR2]
Before 0600:

· MMS receives Registration data from Registration System [DAM PD3]
· MMS receives AS Plans  [DAM PD1]
· MMS assigns Ancillary Service obligations to the QSEs based on ERCOT Ancillary Service Plan requirements  [DAM PD1]
· Daily CCT determines a list of competitive constraints by for the next day of operation
0600:

· MMS publishes AS Obligations to the QSEs  [DAM PD1]
· MMS receives CRR ownership information  [DAM VA5]
· MMS receives RMR contract data [DAM ST1]
MMS posts a list of competitive constraints determined by Daily CCT 
Before 0700:

· MMS calculates and posts the daily updated PNM value as soon as the data is available after the end of the previous Operating Day but no later than 0700 of the current Operating Day. If the PNM is greater than $175,000, the ERCOT Operator is alerted by MMS and manual action is required to initiate the switchover from HCAP to LCAP for the remainder of the calendar year. [Overall: FR46]
If Counter-Party’s credit limits are not received from the Credit System, MMS adjusts Counter-Party’s credit limits. [DAM CR2]
0700-0800:
· MMS performs Phase 2 Validations for next Operating Day [DAM PD3]
· MMS creates RMR Three-Part Supply Offers [DAM ST1]
Any Time before or at 0900:
· MMS performs a Simultaneous Feasibility Test (SFT) to determine oversold CRRs quantities [DAM CF1] and conduct MCFRI allocation

· MCFRI allocations are posted no later than one hour prior to the scheduled execution of the DAM (normally by 0900) [DAM CF2].
· MMS checks and notifies QSE if COP does not exists for all Resources for all hours of the current Operating Day and the following day. (Scheduled at 0900)
Any Time before 1000:
· QSE submits following data for next Operating Day and beyond: [DAM PD2, VA1-VA12]
1. Energy offers/bids including:

· Three-Part Supply Offers

· DAM Energy-Only Offers

· DAM Energy Bids

2. DC Tie schedules from the QSEs

3. CRR Offers from CRR Account Holders

4. PTP Obligation Bids 

5. Ancillary Service Offers 

6. Self-Arranged Ancillary Service Quantities 

7. Self-Schedules
1000-1330:
· 
· MMS performs POD to determine if the PTP Options declared for Settlement in Real-Time can be accommodated by the available transmission capacity. If these options cannot be accommodated, then the options are derated for DAM-modeling purposes proportional to their impact on the overloaded transmission elements [DAM DC1]
· MMS executes DAM, which performs an AS Insufficiency Check.  [DAM SC1]
· If there is AS insufficiency, MMS issues AS Insufficiency Alert. ERCOT will wait for at least 30 minutes to allow QSE submit additional AS offers, and execute the DAM again  [DAM SC2]  Note: AS insufficiency can only be accurately determined through a DAM run, so it will be determined as part of the DAM run.  If an insufficiency exists, DAM will be run again after time has been given to allow new offers.
· MMS clears the Day-Ahead Market (DAM) and calculates Market Clearing Prices. The DAM maximizes bid demand revenues minus the offer-based costs subject to various constraints [DAM CE4]
· MMS processes outputs of the DAM clearing engine [DAM CE7]
· ERCOT Operator approves DAM results 
· MMS posts DAM results to MI  [DAM CE9]
· MMS MI makes DAM results available for MIS [DAM CE9]
· MMS MI generates Reports (DAM Awards) to QSEs [DAM CE8]
· MMS performs data archival
By 1430
· QSE submits Energy Trade, Capacity Trade and Ancillary Service Trade data for DRUC Settlement [DAM PD2, PD3, VA1, VA2, VA9]
· QSE submits DC Tie schedules for DRUC [DAM PD2, PD3, VA3, RUC FR49]
By 1430 the MMS checks and notifies QSE if the AS Responsibility specified in COP for the QSE, for any type of AS for next Operating Day is less than DAM awarded AS for that Resource for that type of AS.

1430-1600
· MMS executes the DRUC. ERCOT Operator interacts with MMS during DRUC solution process. Once DRUC completes, ERCOT Operator reviews and approves the DRUC results [RUC FR2, FR59, FR61, FR68]
· MMS posts DRUC results to MI [RUC FR59, FR62-FR64]
· MMS MI makes DRUC results available for MIS [RUC FR27-28, FR59, FR63]
· MMS MI generates Reports (DRUC Results) to QSEs [RUC FR26, FR62, FR64-65]
· MMS performs data archival [RUC FR70]
2000

· If the LCAP is in effect, MMS updates the LCAP on a daily basis using the nightly download of the Fuel Index Price for the next Operating Day which starts four hours later. The LCAP is equal to the greater of 50*FIP or $500. The FIP is delivered from Platts to MMS via EIP. 

Daily Settlement

· MMS MI makes DAM data available for Settlement one day after Operating Day or when data is verified and approved, whichever is later [DAM PC1]
· MMS MI makes DRUC data available for Settlement
2.3.2. Adjustment Period and Real-Time Operation

Figure 9 shows the Adjustment Period and Real-Time Operation Market Timeline and activities related to the MMS ERCOT System. The scheduling activities that support the ERCOT HRUC Market are executed each hour. The SCED for Real-Time Operations is scheduled to be executed every 5 minutes. Note that in Figure 9, time T of next day is the start of the Operating Hour.
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Figure 9 Adjustment Period and Real-Time Operations Market Timeline

The major activities during Adjustment Period and Real-Time Operations are:
Before T – 120 minutes
· ERCOT notifies the corresponding QSE if it did not meet its AS responsibility or has undeliverable AS for Hour T

· ERCOT issues the Alert for opening SASM for Hour T if needed  [DAM SA1]
· ERCOT Operator executes the SASM for Hour T if needed  [DAM SA1]
Before T – 60 minutes
· QSEs submit and update Energy Offer Curve, Output Schedule, Incremental and Decremental Energy Offer for DSR, DC Tie Schedule, AS Trades, Capacity Trades, Self-Schedules
· QSEs submit and update Three-Part Supply Offers for HRUC [RUC FR8-9]

· QSEs update COP for previous SASM and HRUC for Hour T
T – 60 minutes(Adjustment Period closes)
· ERCOT Operator executes HRUC (Last HRUC for Hour T) [RUC FR3]
· QSE submission deadline for Hour T

From T-60 minutes to T
· ERCOT reviews and communicates HRUC commitments with QSEs [RUC FR61, FR65]
· QSEs submit and update Output Schedule for DSR
From T to T+60 minutes(Operating Hour, before SCED execution)
· QSEs telemeter Output Schedule value for next 5 minutes for DSRs [SCED FR9-1]
· MMS validates DSR Output Schedule and creates a Proxy Energy Offer Curve for all Resources with incomplete valid Energy Offer Curve or a valid Output Schedule for that Operating Hour [SCED FR9-1, FR17 – 20, FR74,  FR21 – 25-1]
From T to T+60 minutes (Operating Hour)
· MMS executes SCED every 5 minutes
· When required by real-time system conditions, ERCOT Operator performs  AS deployment/recall using the following MMS functions:
Luminant changes to bullet item below:
From:
· Deploy/Recall RRS from Non-Controllable Load Resources
To:
· Deploy/Recall RRS from Load Resources {Note: Luminant believes that all RRS deployments by Load Resources, whether the Load Resource is a Controllable Load Resource or other than a Controllable load Resource, will be by a manual ERCOT Operator process and the need to differentiate between a controllable Load Resource and Load Resource on a high-set UFR is not needed. If the MMS team decides to reject this change, then please remove the phrase “non-controllable load resource”, which is not a protocol defined term, and in its place refer to Load Resources on high-set UFR.}  
ERCOT Reviewer:

· Deploy/Recall RRS from Load Resources on high-set UFR (Deployment and recall of RRS from Controllable Load Resources is performed by the Generation Subsystem of the EMS)
· Deploy/Recall Non-Spin from General and Load Resources
Note that:

· HRUC will be executed at each hour during the Adjustment Period to evaluate and maintain system security. [RUC FR3]
· The AS evaluation process will be continuously conducted during the Adjustment Period to evaluate and maintain the AS capacity sufficiency. [DAM Business Sub-Process 9]
· Based on the AS evaluation results, a SASM will be opened, any time before T-120 minutes, as necessary to procure additional AS for Hour T. [DAM SA1]
· Operators will continuously monitor updates to COP. [DAM AE3]
2.4. Day-Ahead Market (DAM) 
2.4.1. Traceability to Requirement(s)

This specification traces to the following requirements from MMS Day-Ahead Market (DAM) and Supplemental Ancillary Service (SASM) Market Requirements:

· PD1 AS Obligation
· PD2 QSE Submittal of COP, Bids, Offers, and Trades

· PD3 General Validation Process of QSE Input
· ST1 RMR

· ST2 Combined Cycle Modeling
· VA1-VA14 Validation of DAM Submissions and Other Trades

· CR1 – Credit Requirement
· CR2 – Credit Limit Adjustment
· SC1 AS Insufficiency Check

· SC2 AS Insufficiency Alert

· CF1 CRR Day-Ahead SFT
· CF2 – Day-Ahead Allocation of McCamey Flowgate Rights
· DC1 Derating CRR Options Declared for Settlement in Real-Time

· CE1 DAM Pre-Processing

· CE2 Initial Commitment Status

· CE3 Network Security Monitor

· CE4 DAM Clearing Engine

· CE5 Tie Breaking Rule

· CE6 Constraint Penalty Function

· CE7 Post Processing

· CE8 Notification of DAM Awards
· CE9 Notification of DAM Results
· CE10 Control of DAM Clearing Process
· Appendix 1 Day-Ahead Market Clearing (DAM)
2.4.2. Introduction
The major functions of the Day-Ahead Market are:

1. Assign Ancillary Service obligations to the QSEs based on ERCOT Ancillary Service Plan requirements. [DAM PD1]
2. Accept/validate:  [DAM PD2, PD3]
· Energy offers/bids from the QSEs including: 
· Three-Part Supply Offers [DAM VA10, ST1]
· DAM Energy-Only Offers [DAM VA11]
· DAM Energy Bids [DAM VA12]
· Energy Trade, Capacity Trade and Ancillary Service Trade data from the QSEs. [DAM VA1, VA2, VA9]
· DC tie schedules from the QSEs [DAM VA3]
· CRR Offers from CRR Account Holders [DAM VA5]
· PTP Obligation Bids from the QSEs [DAM VA6]
· Ancillary Service Offers from the QSEs [DAM VA8]
· Self-Arranged Ancillary Service Quantities from the QSEs [DAM VA7]
· Self-Schedules from the QSEs  [DAM VA4]
· Resource Parameters [Overall: FR48]
3. Read in RMR contract data and prepare RMR Three-Part Supply Offers.[DAM PD2, PD3, ST1, VA10]
4. Obtain electric network data from the EMS and NMMS. [DAM DC1, CF1, CE3]
5. Perform Ancillary Service Insufficiency check. [DAM SC1, SC2]
6. Perform a Simultaneous Feasibility Test (SFT) to determine oversold CRRs quantities. [DAM CF1] and MCFRI allocations [DAM CF2]
7. Perform POD to determine if the PTP Options declared for Settlement in Real-Time can be accommodated by the available transmission capacity. If these options cannot be accommodated, then the options are derated for DAM-modeling purposes proportional to their impact on the overloaded transmission elements. [DAM DC1]
8. Clear the Day-Ahead Market (DAM) and calculate Market Clearing Prices. The DAM maximizes bid demand revenues minus the offer-based costs subject to constraints including: [DAM CE1-CE6, Appendix 1]
· Load balance [DAM CE3]
· Transmission constraints for both the intact network and for the network with selected contingencies [DAM CE3]
· Ancillary Service requirements [DAM CE4]
· Bid/offer limits [DAM CE4]
· Maximum/Minimum On-Line and Minimum Off-Line Time constraints [DAM CE4]
· Co-optimization constraints limiting both total AS and total AS plus energy from a resource. [DAM CE4]
· Combined Cycle Unit constraints [DAM CE4]
· Split Generation Resources constraints [DAM CE4]
· Block offer constraints [DAM CE4]
9. Perform DAM post-processing on outputs of the DAM clearing engine, publish the data to Settlement and MIS. [DAM CE7-CE9]
2.4.3. Inputs

Inputs from Registration: [DAM CE4]
· General Resource Parameters for each Generation Resource represented by the QSE 

· Seasonal Resource Parameters for each Generation Resource represented by the QSE

· Load Resource Parameters for each Load Resource represented by the QSE

· Combined Cycle Units Registration Data
· Split Generation Resource Registration Data
· Counter-Party to QSE mappings
Inputs from QSE:

· Three-Part Supply Offers [DAM PD2, ST1, ST2]
· DAM Energy Bids [DAM PD2]
· DAM Energy-Only Offer Curves [DAM PD2]
· Current Operating Plan (COP) [DAM PD2]
· Ancillary Service Offers [DAM PD2]
· Self-arranged Ancillary Services [DAM PD2]
· PTP Obligation Bids [DAM PD2]
· Resource Parameters [Overall FR48]
Inputs from CRR Account Holder: [DAM PD2]
· CRR Offers (for NOIE PTP Options Declared to be settled in RT)
Inputs from Settlement: [DAM ST1, CE1]
· RMR Contract Data

· Load Ratio Share
Inputs from CRR: [DAM CE1]
· CRR Ownership Information
· McCamey Flowgate Definitions

· WGR eligibility for MCFRI allocation and their maximum rated capacity
Inputs from NMMS: [DAM CE1, CE3]
· Standard Contingency List
· SPS/RAP data

· Network Data (CIM Model based on CPSM plus market extensions)

· Bus ID to Hub mapping

· Bus ID to load zone mapping
· Default resource parameters [Overall: FR48]
Inputs from EMS [DAM CE1-CE4] 
· Dynamic Rating

· Load Distribution factor

· Generic Constraints (Security Constraints)

· System Snapshot

· Ancillary Service Hourly Requirements (AS Plan)

Inputs from Outage Scheduler [DAM CE3]
· Outage Schedule Data
Inputs from the Credit System [DAM CR1]
· Counter-Party credit limits

2.4.4. Processing

The Market Application functions for the Day-Ahead Market and the software modules that implement the functionality are discussed below.
· Ancillary Service Obligation Calculation (ASOC) [DAM PD1]
The Ancillary Service Obligation function assigns the Ancillary Service Plan quantity, by service and hour, to each QSE based on the Load Ratio Share of each QSE. Each QSE AS Obligation is determined proportionately according to its Load Ratio Share for the same day and hour of the week for the most recent day that Initial Settlement Statements are available. The Ancillary Service Obligation Calculation should be executed manually by Operator before 0600 of the Day-Ahead.

The Ancillary Services Obligation Calculation is performed by a single programming module called ASOC. The module has an associated execution display through which the ERCOT Operator will trigger the program once a day.
· Credit Limit Adjustment [DAM CR2]

If no new credit limit is received from the Credit system, MMS shall adjust the Counter-Party’s credit limit for DAM participation provided on the most recent Business Day for the bids and offers that have cleared for the Day-Ahead Markets since the last receipt of credit limits from the Credit system until a new credit limit for that QSE’s Counter-Party is received from the Credit system.

This credit adjustment process should be completed before 0700 Day-Ahead (when the system starts Phase 2 validation). The updated Counter-Party’s credit limit is only used for DAM participation, and shall notify the QSE through the MIS Certified Area

· Ancillary Service Insufficiency Check (ASIC) [DAM SC1, SC2]
The DAM Clearing executes and determines if there is an AS insufficiency. If there is AS offer insufficiency, ERCOT will wait at least 30 minutes before executing DAM Clearing again to allow submission of new AS offers. If an AS Insufficiency Alert is sent out to QSEs, the MMS will inform the market of the available quantity for that type AS and the total of associated linked offers. If the additional Ancillary Service Offers are still insufficient for the DAM clearing to supply the Ancillary Service required in the Day-Ahead Ancillary Service Plan, then the DAM clearing engine will preserve AS Plan requirements in the following order of priority: 

· Reg-Up

· Reg-Down

· Responsive Reserve

· Non-Spin

The ASIC sequence is the same as the DAM sequence discussed below. The sequence is run first to determine AS insufficiency and subsequently run again to clear the Day-Ahead Market.
· Day-Ahead CRR Simultaneous Feasibility Test (SFT) [DAM CF1] and MCFRI Allocation [DAM CF2]
The Day-Ahead CRR Simultaneous Feasibility Test evaluates all CRRs using the Day-Ahead updated Network Model. The CRRs are simulated by scheduling them based on their injection and withdrawal points. These injection/withdrawal points can be buses, load zones, or hubs. Distribution factors are used to allocate zonal or hub injections/withdrawals to individual buses. For the base case, the SFT uses non-linear DC Power Flow for PTP obligations and incremental DC Power Flow for PTP options. For Contingency cases, the SFT uses incremental DC Power Flow. The SFT outputs the hourly oversold quantities for each violated constraint, and Day-Ahead Weighted Shift Factors for all settlement points per violated constraint for Settlement use. Prior to execution of the DAM, The ERCOT Operator will execute the Day-Ahead Simultaneous Feasibility Test to evaluate all CRRs for feasibility and to determine CRR hourly oversold quantities.
Based on the SFT determined remaining capacity on the McCamey flowgates and their corresponding shift factors, the MCFRI allocation in the DAM determines allocations of the 90% of McCamey Area flowgate capacity, adjusted for PCRR impacts and MCFRIs previously allocated, as MCFRIs to each McCamey Area WGR no later than one hour prior to the scheduled execution of DAM clearing. The allocation is computed in proportion to its Capacity Impact as a percentage of the sum of all Capacity Impacts for McCamey Area WGRs for the corresponding flowgate. Capacity Impact of each McCamey Area WGR eligible for MCFRIs on each McCamey Area flowgate is determined by multiplying the maximum rated output for the WGR times its Shift Factor from the base case transmission model for the corresponding McCamey Area flowgate relative to the Load-weighted average Shift Factor of all Electrical Buses in ERCOT.
· The SFT computing sequence consists of 5 modules

· DSI – module responsible for fetching the current day’s CRR data from the MMS database which has already been populated with data from the CRR system

· NDP – module responsible for building the current bus model necessary for evaluating the simultaneous feasibility

· NSM – module which performs the required base case solution and the contingency evaluation as well as calculates the shift factors for the oversold constraints and the McCamey Flowgates
· DSP – module responsible for determining MCFRI allocations and  publishing the results to the MMS database

· SAV – module responsible for creating a reusable save case of the input and output data of the SFT evaluation
· PTP Options Derating (POD) [DAM DC1]
If available transmission capability in the DAM cannot accommodate all PTP Options declared for Settlement in Real-Time, any PTP Option declared for Settlement in Real-Time that impacts overloaded directional network elements will be appropriately derated in proportion to that impact. The CRR Options Derating uses a Weighted Least Square method to derate the CRR Options declared for Real-Time Settlement. The CRR Options Derating determines the minimum CRR quantity adjustment required to relieve the transmission constraint violations for each hour of the DAM study period independently. Prior to execution of the DAM, ERCOT Operator should execute the CRR Option Derating process.

The POD sequence consists of:

· DSI – module that fetches the PTP Options and related CRR data from the MMS database

· PODE – module that creates the network model and evaluates the PTP Options and derates them as necessary

· DSP – module that publishes the POD results

· SAV – module that creates a save case of the POD input and output

· Day-Ahead Market Clearing (DAMC) [DAM CE1-CE10]
The Security Constrained Unit Commitment (SCUC) is used for the DAM Clearing Engine. The SCUC determines unit commitments, energy, ancillary service reserves and CRR awards for the Day-Ahead Market by optimizing the system-wide economical benefits given bids and offers submitted by the Market Participants. The SCUC complies with network security constraint limits in addition to Resource constraints. It is comprised of several programs, plus a number of interface programs to handle data interfaces among the SCUC programs as well as with external functions. 
The input data to SCUC consists of validated bids and offers from Market Infrastructure (MI) database, network data from the Network Model Management System (NMMS) and outage schedules from Outage Scheduler (OS). SCUC returns the resulting awards to the MI.

The sub-functions that make up the SCUC are:

· DSI: reads in bid/offer data, constraints and requirements and processes the data for use by the remaining sub-functions.

· NDP: reads in network data and sets up the electrical network data required for security assessment.

· IUC: optimizes the commitment, energy, AS and CRR awards given the various constraints/requirements and generic constraints but without considering any of the other transmission constraints.

· NSM: evaluates network security given the energy and CRR awards from either IUC or NCUC. Generates network constraint equations describing the changes required to the energy and CRR awards to remove transmission constraint violations. [DAM CE3]
· NCUC: optimizes the commitment, energy, AS and CRR awards given the various constraints/requirements including the network constraint equations generated by NSM. [DAM CE4]
The NSM and NCUC iterate to ensure all transmission constraints are satisfied. The iteration process repeats until one of the following conditions is satisfied:

· There are no network constraint violations.

· The remaining transmission constraint violations cannot be cleared.

· The maximum allowable number of iterations has been reached.

The ERCOT DAM Clearing process is designed with the capability for ECOT Operator to pause after the completion of each sub-function to allow Operators to review and modify data if necessary. The inputs and outputs of the DAM Clearing Process will be saved in save cases for subsequent analysis.

Figure 10 shows the flow diagram of the SCUC solution process. The NSM and NCUC iterate in the right hand side of Figure 10 to ensure all transmission constraints are satisfied.
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Figure 10 Day-Ahead Market Clearing

2.4.5. Operator Interactions in DAMC [DAM CE10]
The Operator is allowed to interact at various stages of the DAMC solution process:

· Prior to NSM and during NSM iteration with NCUC, the Operator is allowed to perform the following interaction:

· Standard Contingency De-selection

· NSM Constraint Violation Review and De-selection

· Contingency De-selection

· Constraint De-selection

2.4.6. Outputs
Output to QSE and Settlement: [DAM CE8-CE9]
· Awarded Hourly DAM Energy-Only Offers

· Awarded Hourly Three-Part Supply Offers and Resource Startup type (cold, intermediate, or hot)
· Awarded Hourly DAM Energy Bids

· Awarded Hourly Ancillary Services Offers

· Awarded PTP Obligation Bid
· Settlement Point Shift Factors for the CRR oversold transmission constraints
· Awarded Combined Cycle Offers

Output to Settlement/CRR Account Holder: [DAM CE8]
· Awarded CRR Offers (NOIE PTP Options Declared to be settled in RT)

· MCFRI Allocations
Output to DRUC: [DAM VA7]
· AS Insufficiency Information
Output to Settlement: [DAM CE9, DC1]
· Day-Ahead Settlement Point Price for each Settlement Point

· CRR Options Derating results

Output to Settlement and MIS: [DAM CE9]
· Market Clearing Price for Capacity (MCPC)

· DAM Locational Marginal Price (LMP)
· Market Clearing Prices for CRR Offers
2.5. Reliability Unit Commitment (RUC) 
2.5.1. Traceability to Requirement(s)

This specification traces to the following key requirements from MMS Reliability Unit Commitment (RUC) Requirements:

·  FR1 RUC Process Objective
·  FR2 Execute RUC in DRUC Mode
·  FR3 Execute RUC in HRUC Mode
·  FR4 Execute RUC in WRUC Mode
Note that the detailed RUC requirements are in the MMS Reliability Unit Commitment (RUC) Requirements.

2.5.2. Introduction

The Reliability Unit Commitment (RUC) process determines the commitment of Generation Resources to match the forecasted system demand, subject to transmission constraints and Resource constraints. The RUC process commits additional Generation capacity on top of Resources already committed in previous RUCs, Resources self-committed in the COPs and Resource capacity already committed to provide Ancillary Service. The RUC evaluates the need to commit additional Available Off-Line Resources from both Resources for which a QSE has submitted Three-Part Supply Offers and other Non-Offer Resources. The RUC creates Three-Part Supply Offers for available and Off-Line Non-Offer Resources based on Resource specific Verifiable or Resource Category Generic cost. The RUC calculates proxy Energy Offer Curves based on Resource specific Mitigated Offer Caps. The proxy Energy Offer Curves are used for each Resource for the whole RUC study period. The RUC process can also decommit Resources. However, RUC may only decommit a Resource to resolve transmission constraints that are otherwise irresolvable. [RUC FR1, FR8-FR14, FR41-43]
There are three RUC processes used in the ERCOT nodal market implementation:

· Day-Ahead RUC (DRUC): The DRUC process runs daily after the close of the Day-Ahead Market (DAM) and QSE data submission deadline (14:30). The Study Period for DRUC is the next Operating Day and the time step of each DRUC interval is one hour. The DRUC execution is invoked manually by the Operator and it can be run more than once if desired. DRUC uses Three-Part Supply Offers submitted before the DAM by QSEs that were considered in the DAM but not awarded in the DAM. [RUC FR2, FR8]  . 
· Hourly RUC (HRUC): The HRUC process runs every hour to fine-tune the Resource commitments using updated Load forecasts and updated Outage information. The Study Period for HRUC is either (1) the balance of the current Operating Day if the DRUC for the current Operating Day has not been solved or (2) the balance of the current Operating Day plus the next Operating Day if the DRUC for the current Operating Day has been solved. The time step of each HRUC interval is one hour. The HRUC process is executed manually by the Operator at least one hour before the Operating Hour. It can be run more than once if desired. [RUC FR3, FR8]
· Weekly RUC (WRUC): The WRUC process is an eight-day look-ahead planning tool that is used to help ERCOT manage Generation Resources having start up times longer than the DRUC or HRUC study periods as well as project the transmission congestions for the next seven days. The WRUC Study Period covers the next seven Operating Days not including the current Operating Day (i.e., the time for which ERCOT has a COP and Load forecast). The time step for each WRUC interval is one hour. The WRUC executions are invoked by the Operator on demand basis. The WRUC doesn’t send commitment and dispatch instructions to QSEs. [RUC FR4, FR8, FR66-67]
2.5.3. Inputs

Inputs from Registration: 
· Resource Parameters Static Values [RUC FR7]
· Resource-QSE mapping

· Resource Commercial Operation Date

· Ancillary Service Qualifications [RUC FR21] 
· Combined Cycle Unit Registration Data

· Split Generation Resource Registration Data
Inputs from QSE:

· Current Operating Plan (COP) [RUC FR5, FR6]
· DC Tie Schedule (part of COP) [RUC FR49]
· Three-Part Supply Offers [RUC FR8, FR9]
· Combined Cycle offer data [RUC FR8, FR9, FR48]
· Resource Parameters updated by QSEs [RUC FR7 Overall FR48]
Inputs from ERCOT Market Operator:

· RMR Resource Three-Part Offer [RUC FR10]
· Ancillary Service Plan [RUC FR24]
Inputs from DAM and SASM:

· Three-Part offers accepted in DAM and SASM [RUC FR8, FR11]
· Total Ancillary Service quantity for each Ancillary Service class accepted in DAM and SASM [RUC FR24]
Inputs from MI:

· Ancillary Service Insufficiency data for each Ancillary Service class from DAM or SASM [RUC FR24]
· Previous RUC commitment schedule [RUC FR34]
· Resources committed through VDI [RUC FR34]
· Mitigated Offer Cap curve [RUC FR14]
Inputs from Settlement: [RUC FR11, FR13, FR14]
· Verifiable start up/minimum energy costs 

· Generic start up/minimum energy costs 

· 
· 
· Verifiable incremental heat rate curve

· Verifiable variable O&M

· Capacity Factor
Input from Platts
· Fuel index price (FIP)

· Fuel Oil price (FOP)

Inputs from Outage Scheduler: [RUC FR17, FR18]
· Outage schedule including Forced Outage information

Inputs from NMMS: [RUC FR27, FR32, FR36]
· Network Model

· Standard Contingency List

· Load Rollover Definition
· SPS/RAP 
· Default Resource Parameters [RUC FR7 Overall FR48]
Inputs from EMS:

· Dynamic/Static Ratings for transmission equipment [RUC FR19]
· Generic Constraints [RUC FR20]
· 
· Current Resource Commitment status [RUC FR33]
· Historical Resource Commitment status [RUC FR33]
· Load Distribution Factor [RUC FR16]
· Current Breakers and switches status [RUC FR32]
· Seven-Day Load Forecast [RUC FR15]
2.5.4. Processing

The Market Application (MA) functions for each of DRUC, HRUC, and WRUC and the software modules that implement the functionality are discussed in this section. 

The Security Constrained Unit Commitment (SCUC) is used for the RUC Clearing Engine. The SCUC determines the optimal RUC Generation Resource commitments to match the forecasted system demand, subject to transmission constraints and Resource constraints. [RUC FR41, FR42]
The SCUC complies with network security constraint limits in addition to the usual unit commitment constraints. It is comprised of several programs, plus a number of interface programs to handle data interfaces among the SCUC programs as well as with external functions. [RUC FR36, FR40, FR41]
The MA sub-functions that make up SCUC for DRUC, HRUC, and WRUC solution processing are: [RUC FR5-21, FR31-59, FR62-FR70]
· Dispatch Scheduler Initialization (DSI): retrieves and prepares input data

· Network Data Processor (NDP): sets up the electrical network data required for security assessment

· Initial Unit Commitment (IUC): determines the initial Unit Commitment solution for the Network Security Monitor (NSM) function to perform security assessment

· Network Security Monitor (NSM): determines whether a given dispatch schedule is secure and, if the system is not secure, generates constraint equations to be enforced by the Network Constrained Unit Commitment (NCUC) function

· Network Constrained Unit Commitment (NCUC): determines the most economical schedule given the various constraints including the constraints passed to it from the NSM function

· Dispatch Scheduler Publishing (DSP): disseminates the Resource commitment schedule and related data to the Market Infrastructure (MI) system

The NSM and NCUC functions iterate to ensure all transmission constraints are satisfied. For each study point, the NSM identifies transmission constraint violations while the NCUC re-dispatches resources to resolve these violations. NCUC and NSM iterate until one of the following conditions is satisfied: [RUC FR36, FR40]
· There are no network constraint violations.

· The remaining transmission constraint violations cannot be resolved.

· The maximum allowable number of iterations has been reached.

The ERCOT RUC Clearing process is designed to pause after the completion of each sub-function to allow Operators to review and modify data if necessary. The inputs and outputs of the RUC Clearing Process will be saved in save cases for subsequent analysis. [RUC FR23, FR68, FR70-71]
Figure 11 shows an overview flow diagram of the SCUC solution process for RUC. [RUC 
FR40]
[image: image18.png]Gensration

‘Schedules

ertorms input Data Retri

Generation Schedules

No
Victated Constraints
‘and ShitFaciors

RUC Market Clearing Engine

Contingencies wihout SPS Triggered

Generation
Schedules

Yes
Generation
Schedules

atlast eration

No
Violated Consraints and





Figure 11 SCUC Solution Process for RUC

2.5.5. Operator Interaction in RUC

The Operator is allowed to interact at various stages of the RUC solution process:

· Once the DSI function completes the RUC input data retrieval and pre-processing, the Operator can review and manually override the RUC input data on Market Operator Interface (MOI) such as:
· Load Forecast Adjustment [RUC FR22]
· Manual Resource Commitment/Decommitment [RUC FR29]
· Penalty Factors Configuration [RUC FR45]
· Decommitment Priority Selection [RUC FR44]
· Prior to NSM and during NSM iteration with NCUC, the Operator is allowed to perform the following interactions:

· Standard Contingency De-selection [RUC FR27]
· NSM Constraint Violation Review and De-selection [RUC FR28]
· Contingency De-selection

· Constraint De-selection

· After DSP completes, the Operator can review the Resource commitment and decommitment schedules calculated by RUC on MOI. Before the RUC results are published to MI, the Operator is allowed to make changes to the RUC-recommended commitment and decommitment schedules with a reason code to the changes. For the RUC decommitments, the Operator needs to review and confirm individually. In addition, the Operator can manually procure AS capacities on MOI for DAM/SASM AS insufficiency based on the decision support information prepared by DSP. Upon Operator’s approval, the cleared Resource commitment schedules and confirmed decommitment schedules will be sent to the MI for publishing. Otherwise, the RUC commitment/decommitment schedules are sent to the MI but not published. [RUC FR68, FR59-61, FR30, FR24-26]
· The Operator is also allowed to instruct MMS to create the Suggestion Plan (a summary report listing key Resources related to the selected constraints) on the MOI for the selected unresolved transmission constraints in RUC process. The creation of the Suggestion Plan is on an on-demand basis. [RUC FR69]
2.5.6. Outputs

All the RUC outputs go through MI to external systems.

Outputs to Settlement, QSE and MIS: [RUC FR59]
· RUC time stamp 

· RUC cleared commitment and startup type (cold, intermediate or hot)
· RUC cleared decommitment and the corresponding reason code 
Outputs to MIS: 
· De-selected contingencies/constraints during the NSM-SCUC iterations [RUC FR28]
· De-selected contingencies from the standard contingency list prior to RUC exaction [RUC FR27]
· Binding/violating transmission constraints identified in RUC process [RUC FR63 & FR67]
Output to QSE:

· Undeliverable Resource Ancillary Service Capacity [RUC FR64]
· HRUC recommendation (“accept” or “reject”) on QSE’s decommitment requests [RUC FR62]
· RUC procured AS capacities for DAM/SASM AS insufficiency [RUC FR26]
Outputs to MI Only: 
· Shift Factors and shadow price with respect to the binding transmission constraints in RUC [RUC FR63]
2.6. Supplemental Ancillary Service Market (SASM)

2.6.1. Traceability to Requirement(s)

This specification traces to the following requirements from MMS Day-Ahead Market (DAM) and Supplemental Ancillary Service Market (SASM) Requirements:

· SA1 SASM Clearing Engine
· SA2 Validation of Resubmitted AS Offers

· SA3 Validation of AS Self-Arrangement

· SA4 Notification of AS awards

· SA5 Notification of SASM Results
· Business Sub-Process 9

· AE1 Increased AS Obligation
· AE2 Validation of COP Changes
· AE3 COP Monitor
· AE4 Delivery Evaluation Function
This specification traces to the following requirements from MMS Overall MMS System and Other Processes Requirements:

· FR30 Check AS Responsibility

· FR31 AS Deliverability Check 

2.6.2. Introduction [DAM AE1, AE4]
The AS evaluation process will evaluate AS requirements and capacity sufficiency throughout the Adjustment Period and the Operating Period for:

· Increased need of Ancillary Services capacity above that specified in the Day-Ahead

· Replacement of Ancillary Services capacity that is undeliverable due to transmission constraints or

· Replacement of Ancillary Services capacity due to failure to provide

The SASM Clearing Engine function is run by the ERCOT Operator during the Adjustment Period to procure additional Regulation Down, Regulation Up, Responsive Reserve, and Non-Spin capacities. The ERCOT Operator may use this function to procure additional Ancillary Services as determined by the AS evaluation process in the Adjustment Period.
2.6.3. Inputs

Inputs from MI:

· AS Plan for each AS type for each hour of SASM [DAM AE1]
· AS Trades  [DAM SA1]
· AS Obligation per QSE [DAM SA1]
· AS Self-arranged quantities [DAM SA1, SA3]
· AS awards from DAM [DAM SA1]
Luminant changes to bullet item below:

From:

· Maximum Percentages of Responsive Reserve allowed to be supplied by Controllable Load Resources  and Non-Controllable Load Resources[DAM SA1]
To:

· Maximum Percentages of Responsive Reserve allowed to be supplied by Load Resources [DAM SA1] {Note: a reference to “Load Resources” along with the DAM SA1 reference is probably sufficiently accurate for the purpose of this document.  This removes the need to explain the details and allows the removal of the term non-controllable load resource, which is not a nodal protocol defined term, from the document.  If the MMS team decides to reject this comment; then please delete the phrase “non-controllable” and in its place refer to Load Resources on high-set UFR.}
ERCOT Reviewer:

· Maximum Percentages of Responsive Reserve allowed to be supplied by Controllable Load Resources  [DAM SA1]

· Maximum Percentages of Responsive Reserve allowed to be supplied by Load Resources on high-set UFR [DAM SA1]

· Resource Limits(HSL, LSL) and AS schedules from Resource COP [DAM SA1]
· AS Offers for SASM [DAM SA1, SA2]
Inputs from Registration:

· Resource type  [DAM SA1]
Inputs from NMMS/QSE:

· Resource Emergency Ramp Rate [DAM SA1; Overall: FR48]
Input From RUC:

· Undeliverable Ancillary Service Capacities  [DAM SA1 AE4]
Input From ERCOT Operator:

· AS requirement adjustments, if any  [DAM SA1]
· De-selection of the offers from the Resources which have deliverability problem or fail to provide AS  [DAM SA1]
· AS quantities that failed to provide [DAM SA1]
2.6.4. Processing

During the Adjustment Period and the Operating Period, ERCOT will evaluate Ancillary Service requirement and capacity sufficiency for:  [DAM Business Sub-Process 9]
· Increased need of Ancillary Services capacity above that specified in the Day-Ahead

· Replacement of Ancillary Services capacity that is undeliverable due to transmission constraints or

· Replacement of Ancillary Services capacity due to failure to provide

If ERCOT Operator decides to open a SASM to resolve one or more issues listed above, a notice will be sent to QSEs. The SASM clearing engine calculates the awarded AS schedules that minimize the total procurement costs of all AS types over all hours of the SASM study period while satisfying the required additional AS quantities for the entire ERCOT system and AS modeling constraints for individual resources. For resource constraints, the SASM function only models the AS constraints. The resource constraints such as minimum On-Line time and minimum Off-Line time constraints are ignored and the resource energy schedules are assumed to be zero. [DAM SA1]
2.6.5. Operation Interaction in SASM

The Operator is allowed to interact at various stages of the SASM solution process via MOI:  [DAM SA1]
· The Operator can review and manually override the SASM AS requirements 

· The Operator can de-select AS Offers from Resources that are deemed to be unable to provide AS.
2.6.6. Outputs

Outputs to QSE and MIS and Settlements:

· SASM AS awards [DAM SA4]
· SASM MCPC  [DAM SA5]
· Total AS procured in MW  [DAM SA5]
· Aggregated AS Offer curves  [DAM SA5]
· Failure to provide AS quantities per QSE [DAM SA1]
· Undeliverable AS quantities per QSE [DAM SA1]
Outputs to HRUC:

· AS Insufficiency information [DAM SA1]
2.7. Security Constrained Economic Dispatch (SCED)
2.7.1. Traceability to Requirement(s)

This specification traces to the following key requirements from MMS SCED and Real-Time MMS Processes Requirements:

· FR36 SCED Objective and Constraints
· FR37 SCED Step 1
· FR38 Data Processing Between SCED Step 1 and 2
· FR39 SCED Step 2
· FR51 SCED Execution
2.7.2. Introduction

The Security Constrained Economic Dispatch (SCED) process is used to economically dispatch Generation Resources to maintain the system-wide power balance and reliability. When executed, SCED evaluates Energy Offer Curves and Output Schedules to produce a least cost dispatch of On-Line Generation Resources to match the system total generation requirement provided by the EMS\Generation Subsystem while observing Resource and transmission constraints.[SCED FR36] ERCOT uses the Base Points from SCED process, the deployment of Regulation Up (Reg-Up) Service, Regulation Down (Reg-Down) Service, Responsive Reserve Service (RRS), and Non-Spinning Reserve Service (NSRS) to control system frequency and solve potential reliability issues.

To support the Settlement system, SCED also computes Real-Time Locational Marginal Price (LMP) for the time of SCED execution. The LMP information is published to the Market Infrastructure (MI) system and then MI will use this information to compute Settlement Point Prices (SPP) for Resource Nodes, Load Zones and Hubs for each 15-minute Settlement Interval. [SCED FR63 - 68]
SCED is scheduled to run every 5 minutes to solve for the optimal Resource Base Points that balances energy and ensures network security.[SCED FR51] The SCED function uses a two-step methodology that applies mitigation to resolve Non-Competitive Constraints.

Each SCED run must be completed within 20 seconds. [SCED 4.1.2] This response time is to account for the fact that SCED may be rerun on demand or upon a change in system condition. [SCED FR51]
2.7.3. Inputs

Inputs from Registration:

· Resource Data

· 
· Resource and QSE mapping [SCED FR4 – 5]
· Resource Commercial Operation Date [SCED FR4 – 5]
· Flag to indicate Resource qualified as a synchronous condenser capable Resource [Overall FR29]
· Flag to indicate whether a QSE is qualified to have DSR
· Flag to indicate whether a Load Resource is part of DSR 
Inputs from NMMS: [SCED FR32]
· Hub definition

· Load zone definition
· Default Resource Parameters [SCED FR5, FR8, FR 10 – 10-1 Overall FR48]
Inputs from QSE:

· Energy Offer Curve [SCED: FR4, FR4-1, FR78 – 79; Overall: FR27 – 28]
· Incremental and Decremental Offer Curve [SCED: FR4, FR12]
· Output Schedules [SCED:FR2, FR7 - 10-1, FR14 – 15, FR74]
· Energy trades for DSRs (for validating DSR Output Schedule) [SCED FR9]
· Resource Parameters [SCED FR5, FR8, FR 10 – 10-1 Overall FR48]
Inputs from MI:

· 
· Mitigated Offer Cap Curve and Floor[SCED FR5-2]
· RMR Energy Offer Curve (Created based on inputs from ERCOT Market Operator) [SCED FR6]
Inputs from Settlement: [SCED FR5 – 5-1]
· 
· 
· Verifiable incremental heat rate curve

· Verifiable Variable O&M

· Capacity Factor
Input from Platts
· Fuel Index Price (FIP)

· Fuel Oil Price (FOP)

Inputs from EMS:
· Data from Generation Subsystem:

· SCADA Data [SCED FR28]
· Generation MW 

· Resource Status 

· Ancillary Service Schedule including Reg-Up, Reg-Down, RRS, Non-Spin

· Ancillary Service Responsibility including Reg-Up, Reg-Down, RRS, Non-Spin

· Generation Resource normal and emergency limits including HSL, LSL, HEL, LEL (for information)

· 
· Combined Cycle configuration 
· DSR telemetered Output Schedule 

· Resource Limit Calculator [SCED FR33]
· HASL, LASL, HDL, LDL, SURAMP and SDRAMP

· Generation Resource normal and emergency ramp rate (calculated based on Resource’s telemetered MW) (for information)

· LFC [SCED FR51-1 – 51-2, FR9]
· Sum of DSR loads per QSE (used for DSR Output Schedule validation)

· Triggering of SCED

· Other Generation Sub-System process [SCED FR33-1, FR28-4]
· Generation Requirement

· RRS deployment amount (for information)

· 
· A flag to indicate Emergency Electricity Curtail Plan (EECP) activation. (for flagging LMP during EECP)
· Energy at the bus associated with Net Metering Facility for each 15 minute settlement interval [SCED FR69]
· 
· State Estimator solution [For adjusting limits from TCM if needed - SCED FR27 - 27-1, Appendix 9;  SPP calculation for Net Metering facility – SCED FR69]
· Network Constraints to be enforced in SCED from Transmission Constraint Manager (TCM)[ SCED FR29]
Inputs from Constraint Competitiveness Test (CCT):

· Competitive Constraints [SCED FR29-1]
2.7.4. Processing

The MA sub-functions that consist of the SCED solution process are:
· Dispatch Scheduler Initialization (DSI): DSI application retrieves data from interfaces and prepares the data for the Security Constrained Economic Dispatch (SCED) engine. The DSI initializes data for the dispatch engine by retrieving data from different external systems. [SCED FR17 – 25-1, FR74, FR33, FR33-1, FR26, FR26-1, FR27, FR27-1, FR28, FR28-4, FR29, FR29-1, FR31, FR45, FR45-1, FR48
· Dispatch Engine (SCED): SCED is the “dispatch engine” that optimizes the On-Line generation Resources dispatch schedule to minimize the total system cost based on the Energy Offer Curves submitted by QSEs and proxy Energy Offer Curves created by DSI subject to the system power balance constraint, transmission constraints and Resource limit constraints. The SCED process uses a two-step methodology that applies mitigation prospectively to resolve Non-Competitive Constraints for the Real-Time operation. SCED produces the Resource Base Points and LMPs. [SCED FR36 - 41, FR46 – 47-2, FR53]
· Dispatch Scheduler Publishing (DSP): DSP disseminates the Base Points, LMPs and related data to the Market Infrastructure (MI) system and the EMS/Generation Subsystem. [SCED FR26-2, FR35 – 35-4, FR42, FR44, FR59]
The inputs and outputs of the SECD dispatch engine are saved in save cases for future analysis.[SCED FR61]
The SCED dispatch engine consists of two optimization steps. The first step of SCED calculates the Reference LMPs and the second step of SCED calculates the Base Point and final LMPs. There is a data processing step after the first SCED to prepare input data for the second step of SCED. The following are detailed descriptions for these processes:

· SCED Step 1[SCED FR37]
In this step, SCED uses Energy Offer Curves for all On-Line Generation Resources, whether submitted by QSEs or created by DSI, to determine the “Reference LMPs.” The first SCED step only observes limits of Competitive Constraints. 

· Data Processing between SCED Step 1 and 2[SCED FR38]
Between the 1st and 2nd SCED steps, a data processing step is used to create capped and bounded Energy Offer Curves by capping the Energy Offer Curves at the greater of the Reference LMP at the Resource Node or the Mitigated Offer Cap Curve and by bounding it at the lesser of the Reference LMP at the Resource Node or the Mitigated Offer Floor.


· SCED Step 2[SCED FR39]
The second step of SCED calculates Base Points, Shadow Prices and LMPs using the capped and bounded Energy Offer Curves for all On-Line generation Resources. In the second step of SCED, the optimization process observes all network constraints passed from TCM including Competitive and Non-Competitive Constraints.

2.7.5. Operator Interaction in SCED
The Operator is allowed to interface with SCED during the SCED solution process as followings:

· The Operator can manually trigger the execution of SCED. [SCED FR51]
· The Operator with appropriate privileges is allowed to manually override the HDL and LDL values passed from EMS/ Resource Limit Calculator. [SCED FR48 

· The Operator can manually adjust the SCED demand by providing an offset. (Manual offset functionality is added as a safety net and not for use as part of the normal business process.) [SCED FR33-1]
· The Operator with appropriate privileges is allowed to select the type(s) of Resources with Output Schedules which will not be dispatched by SCED. For example, if an Operator selects nuclear Resources, then SCED will fix all nuclear Resources with Output Schedules to their Output Schedule values. [SCED FR45]
· Once SCED completes, the Operator can select the unresolved transmission constraint and instruct MMS to create the Suggestion Plan (a summary report listing key Resources related to the selected constraints) on the MOI for the selected transmission constraints. The creation of the Suggestion Plan is on an on-demand basis. [SCED FR55-1]
2.7.6. Outputs

Outputs to MI: [SCED FR35]
· SCED time stamp

· Base Points 

· LMP 

· Reference LMP 

· Binding transmission constraints identified in second SCED calculation

· 
· Shadow Prices, limiting elements and contingency elements for all binding and violated constraints. If violated, the violated MW amount.
Outputs to Settlement: [SCED FR35, FR35-4, FR63-68]
· SCED time stamp

· LMP

· Settlement Point Price (calculation is done inside MI) 
Outputs to EMS: [SCED FR35, FR35-4]
· SCED time stamp

· Base Points

· Resource LMPs
· A flag to indicate that a DSR’s Output Schedule is not equal to its Base Point

· 
· A flag to indicate the Base Point is violating the original HDL or LDL sent by LFC.

· Flag to indicate that Resource has Energy Offer Curve

· DC Tie Schedule
· COP
· Time stamp of deployment and recall of RRS from Load Resources excluding Controllable Load Resources 

· Non-Spin deployment active flag and activation time for each Resource 

· Generation Normal Ramp Rate Curve
· Generation Emergency Ramp Rate Curve
Outputs to ERCOT Market Operator:

· A summary of Base Point

· Alarm messages if Telemetered Resource Status is different from the Resource Status specified in COP. [SCED FR55-2]
· Alarm messages for any constraints that SCED could not resolve [SCED FR53]
· Suggestion Plan for un-resolved transmission Constraints  [SCED FR55-1]
2.8. Constraint Competitiveness Test (CCT)

2.8.1. Traceability to Requirement(s)

This specification traces to the following requirements from MMS Constraint Competitiveness Test (CCT Requirements):

· FR1 Input Data Interface
· FR2 Posting of Competitive Constraints to MIS Secure Area
· FR3 CCT Function
· FR4 Annual CCT
· FR5 Monthly CCT
· FR6 Daily CCT
2.8.2. Introduction

Constraint Competitiveness Tests (CCT) are to be performed on each TAC approved commercially significant constraints to determine if the constraint is “Competitive” or not. These constraints are the contingency/limiting Transmission Element pairs that represent the Commercially Significant Constraints (CSCs) and Closely Related Elements (CREs) and will be defined immediately prior to the Texas Nodal Market Implementation date and annually thereafter.

2.8.3. Inputs

Inputs from NMMS:

· 
· List of Constraints to be analyzed
· Network model data in CIM format for Daily CCT
· Contingency definition for Daily CCT
· Resource available capacity, Resource type and Resource Entity
Inputs from CRR:

· Network model data in PSS/E format for Annual and Monthly CCT
· List of Constraints to be analyzed. For Monthly and Daily CCT, the list from NMMS may be combined with the results from Annual CCT or Monthly CCT analysis respectively.
· Contingency definition
· Load zone distribution factors used for each month of the Annual or Monthly CRR auctions
· Resource available capacity, Resource type and Resource Entity
Inputs from Outage Scheduler:

· Outages for Daily CCT.
Inputs from Long-Term and Mid-Term Load Forecast (LTLF and MTLF):

· Monthly peak load forecasts for the months of Annual and Monthly CCT.
· Hourly load forecasts of the next Operating Day for Daily CCT.
2.8.4. Processing

Two test procedures are employed in the CCT: 

· In Test Procedure 1 the effective capacity available to resolve the constraint on both the import and export side is first determined. The available effective capacity is then used to compute the Element Competitiveness Index (ECI) on the import and export side. 

· In Test Procedure 2, analysis is conducted to check for the existence of any pivotal player. A constraint is determined to be competitive or non-competitive depending on whether the computed ECIs meet the Protocol defined ECI threshold on the import and export side as well as whether there is a pivotal player. The CCT test is to be performed annually, monthly, and daily.
2.8.5. Outputs

Annual and Monthly CCT Outputs to MI DB:

· List of Competitive and Non-Competitive constraints

Daily CCT Outputs for Real-Time Market:

· List of Competitive constraints

2.9. Data Validation Engine (DVE) for QSE Data Submissions

2.9.1. Traceability to Requirement(s)

This specification traces to the following requirements from MMS Day-Ahead Market (DAM) and Supplemental Ancillary Service Market (SASM) Requirements:

· VA1-VA14 Validation of Trades, Schedules, Offers, Bids, and COP

· PD2 QSE Submittal of COP, Bids, Offers, and Trades
· PD3 General Validation Process of QSE Input
· CR1 Credit Requirement
· CR2 Credit Limit Adjustment
· SA2 - SA3 Validation of AS Offers and Self-Arrangement

· SC3 Additional AS Offer Validation
This specification traces to the following key requirements from MMS Overall MMS System and Other Processes Requirements:

· FR22 DC Tie Schedule Validation

· FR23 DC-Tie Invalidation due to NERC Tag Change

· FR27 QSE Data Submission Validation using COP Information

· FR29 COP Validation
This specification traces to the following key requirements from MMS SCED and Real-Time MMS Processes Requirements:

· Business Sub-Process 1: Adjustment Period QSE Input Data Validation
2.9.2. Introduction [DAM PD3]
All QSE submissions are subject to a submission type specific validation process with the QSE being notified of the results of the validation (pass/fail) along with a transaction ID for tracking purposes. In case of failed submissions, the QSE is also notified of the validation errors. The QSEs may revise their submissions as many times as needed and each time the same validation rules are applied.
2.9.3. Inputs

Inputs from QSE:

· Capacity, Energy, and Ancillary Services Trades [DAM VA1, VA2, VA9]
· DC Tie Schedules and Energy Self Schedules [DAM VA3, VA4; Overall: FR22, FR23]
· Ancillary Services Self Arrangement [DAM VA7, SA3]
· Three-Part Supply Offers, Energy Only Offers, Energy Bids [DAM VA10, VA11, VA12; SCED:FR77,FR78,FR79,FR4,FR4-1,FR15,FR16]
· Ancillary Services Offers [DAM VA8, SA2]
· Current Operating Plan (COP) [DAM VA14; Overall: FR27, FR29 - 32]
· NOIE PTP Option Offers [DAM VA5]
· PTP Obligation Bids [DAM VA6]
· Incremental and Decremental Energy Offer Curves [SCED: FR1, FR4, FR12, FR14]
· Output Schedules [SCED:FR1, FR2, FR7 - 10-1, FR14 – 16, FR74]
Inputs from Registration: [SCED: FR4 – 5 DAM VA1-VA12]
· QSE data
· Resource Data

· QSE to Resource relationships

· Flag to indicate Resource Qualified as Synchronous Condenser capable Resource [Overall FR29]
· Flag to indicate whether a QSE is qualified to have DSR
Inputs from NMMS/QSE: [Overall: FR48]
· Resource Parameters

Inputs from Settlement: [SCED FR5 – 5-1 DAM Req: VA10]
· Generic Caps
· Verifiable Costs

· 
· Capacity Factors
Input from Platts

· FIP, FOP

Inputs from CRR: [DAM VA5, CF2]
· CRR Ownership Information
· CRR Account Holder Info 
· McCamey Flowgate definition and eligible WGR maximum rated output
Inputs from CMM:  [DAM CR1 & CR2]
· Counter-Party Credit Limit
· Counter-Party to QSE mappings
Inputs from ERCOT: [DAM VA7]
· QSE AS Obligation 
Inputs from eTag Database: [Overall: FR22 - 23 DAM VA3]
· NERC Tag data
2.9.4. Processing

The data to be submitted by a QSE is well defined by means of an XML Schema document, which specifies the structure, order, and format of the data. The QSE may elect to submit this data as an XML file or enter it into a provided web form that has already been built to conform to the particular XML schema. 
The data to be submitted, whether as a file or a form, is converted to WSDL format and sent to the Web Server as a secure SOAP document, i.e. calls a web service. The Web Server converts the SOAP document into a JMS message and sends it to the J2EE container which activates the rules engine upon reception of the message. The rules engine is packaged as a message driven bean (MDB). The rules engine fetches registration data and validates the QSE submission against previously published business rules. If the data is valid, the data is written into the database using the Hibernate O/R mapping engine. A return message is then sent back to the QSE with a transaction ID and the validation errors if any. This process typically takes less than 2 seconds for a single form submission. It will take longer for file submissions which typically contain multiple bids and offers. The return message is automatically presented as a web form or packaged as an XML file depending on the format used to make the original data submission.

The QSE may directly access the web service and use it to make a computer-to-computer data submission for validation purposes.  [DAM PD2]
In some cases, the initial synchronous validation may not be enough. For example, because data can be submitted many days in advance, data that was valid at the time of the submission may not be valid at the time the DAM opens. In this case a re-validation or second phase "batch" validation is needed. For most QSE input data (3 part supply offers, CRR offers, PTP Obligation Bids, AS Offers), validations shall be in two phases. Validations (Phase 1) are performed at the time of receipt to the extent possible. For example, QSE name, price curve formats, expiration date and facilities/participant are validated at the time of receipt of the DAM data. Subsequently, the data are re-validated (Phase 2) on every scheduling day for D+1 for Counter-Party credit checks, facilities/participant access rights, validity and other pertinent validations necessary before the DAM market closes. This will occur at the validation time (nominally at 7:00 am on the scheduling day). Success or failure messages shall be sent to QSE after phase 2 validation has completed. [DAM PD3]
2.9.5. Outputs [DAM PD2, PD3]
· Transaction ID and Success/Failure message

· List of errors in case of failure

· Validated Data stored in database for use by other subsystems

3. Interfaces

3.1. Hardware Interfaces

3.1.1.  Server Hardware Overview

The system is configured with IBM p5 series servers. It is expected that the majority of the performance critical servers will utilize the new p6 CPU to be generally available in early Q2, 2007. The selection of the server size and associated memory requirements are based on both measurement of existing systems and prediction using ERCOT performance and sizing guidelines.

All servers in the MMS are configured as dual redundant. The majority of them are configured as clusters for very high availability and scalability. The switchover from one cluster member to another (when there is an insurmountable device failure) is transparently achieved using IBM Cluster. If there is a critical process failure on the application server the failover will occur in maximum of 60 seconds. Database and application failover is discussed in Section 1.3.1 System Functional Capabilities. 

It is assumed that all the servers will be connected to a redundant SAN via redundant HBAs. The servers will be also connected via redundant NICs to a redundant networking infrastructure with firewalls, routers, and switches where appropriate.

The following environments are desirable for developing, testing, and operating the ERCOT MMS:

· Vendor Development (non-redundant - Located at the vendor site)

· ERCOT Development (non-redundant - Located on site)

· Product Test (non-redundant - Located on site)

· Integration and Testing (redundant - Located on site and connected to the internet)

· Market Participant Certification (non-redundant - Located on site and connected to the internet)

· Market Application Study Environment (non-redundant - Located on site)

· Training environment (non-redundant, Located on site)

· Production (dual redundant - Located at two sites - connected to the internet)
For security reasons, the Production and Study environments will be one LAN and the other Non-Production environments will be on a different LAN. A separate environment for regulators and auditors to certify the Market may be required but is not included here.

Each environment will include physical or logical servers with the following designations:

· External Web Servers - for Market Participant Communications

· Internal Web Servers - for Market Operator GUI

· MI Application Server - for processing Market Participant requests

· MA Application Server - for the primary Market Applications such as SFT, POD, DAM, DRUC, HRUC, WRUC, CCT and SCED.

· MMS Database Server - for the Oracle Database Servers
The IBM models used for these servers may be broadly classified as:
1. Class A - 16-way IBM p Series server running AIX, with 8 CPUs installed and 16 GB of memory. 

2. Class B - 8-way IBM p Series server running AIX, with 4 CPUs installed and 8 GB of memory

3. Class C - 4-way IBM p Series servers running AIX, with 2 CPUs and 4 GB 

4. Class D - 2-way IBM p series server running AIX, with 2 CPUs and 2 GB of memory 

Hardware Configuration Notes:

· Class A and B servers have 100% expansion whereas the Class D Web Servers have no expansion since they can be part of the web server farm.

· For some of the environments, it may be possible to economize by utilizing servers that do not have CPU expansion capabilities.

· Benchmarks are not as yet available for the p6 series of CPUs which are to supersede the current p5+ series of CPUs - it may be possible to consolidate CPUs further once the benchmarks are made available.

· The database server may be partitioned to support two separate instances of the database - one to service OLTP loads and the other for batch loads.

Based on the server classification, Table 4 below shows the types of servers that may be suitable for the different environments. Figure 12 shows the conceptual design of production hardware configuration.
Table 4 MMS Server Types for each environment

	
	External Web Server Type
	Internal Web Server 

Type
	MI Application Server

Type
	MA Application Server

Type
	MMS Database Server

Type

	Vendor Development
	N/A
	2xD
	2xC
	2xB
	2xB

	Development
	N/A
	2xD
	2xC
	2xB
	2xB

	Product Test
	1xD
	1xD
	1xB
	1xA
	1xA

	Integration and Testing
	2xD
	2xD
	2xB
	2xA
	2xA

	Market Participant Certification
	1xD
	1xD
	1xB
	N/A
	1xC

	Market Application Study
	N/A
	1xD
	N/A
	1xA
	1xA

	Training Environment
	1xD
	1xD
	1xB
	1xA
	1xA

	Production A-B
	2xD
	2xD
	2xB
	2xA
	2xA

	Production C-D
	2xD
	2xD
	2xB
	2xA
	2xA
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Figure 12 Conceptual Design of Production Hardware Configuration

3.1.2. Client (workstation) Hardware

All the Local and Market Participant Workstations should be configured with Windows XP Professional.

Local and Market Participant workstations may be based on any high performance Wintel Server running Windows XP. The features should include at least P4 3+ GHz, 1 GB RAM, 40 GB Hard Disk, Dual Fast Ethernet, 21" Flat Panel Monitor.

3.1.3. MMS Secondary Storage and Redundancy

Servers will be connected to dual redundant Storage Area Network (SAN) based on the FibreChannel protocol. SANs are capable of speeds up to 4 Gbps. Attached to the SAN will be a RAID array with at least 1 GB of battery-backed cache.

This storage will be partitioned across the different servers and applications as needed. Some of the disks will be configured as RAID 0+1 for high performance & redundancy and some others as RAID 5 for intermediate performance & redundancy and higher utilization factor.

In some instances, the server applications may elect to use local disks for storage rather than the SAN based storage.
3.2. Software Interfaces 

The software interfaces are illustrated as part of the data flow diagrams above. To recap:

1. NMMS - this application is responsible for maintaining the network model data

2. EMS - this group of applications are means by which the ERCOT system is 
monitored and controlled

3. Generation Subsytem - this application which is part of the EMS is responsible maintaining system frequency by controlling generator output

4. CRR - this application conducts the congestion revenue rights auction

5. Outage Scheduler - maintains planned outages submitted by Market participants

6. Registration - maintains QSE and Resource standing (master) data

7. Settlements - computes daily settlements for each QSE based on market results 
and also maintains the database of relevant standing data

8. eTag - maintains eTags for DC Tie Schedules

3.3. Services Interfaces

The Market Participant Interface will be provided for participants three channels with communication (web page forms, XML file upload/download, and Web Services). All three channels use uniform web service as the core allowing the same PKI authentication, encryption, authorization, and business rules validation to be applied to data submitted via different channels.
3.4. Database Interfaces

The major data stores in the Market Management system are:

Market Data: Contains QSE Market Input Data as well as the Market Results 

Outage Data: Contains the Planned Outage Schedules.

EMS Data: Contains incoming data from the Energy Management System

Settlements Data: Contains data that is to be transferred to Settlements. This will include packaged market data as well as other calculated data.

Alerts Data: Contains alert-related data.

Master File Data: Contains master data that is transferred from the ERCOT registration module.

Network Model Data: Contains network-related data received from the NMMS system.

Message and Audit Log Data: Contains general system and log messages and audit messages.

The primary drivers of storage and I/O bandwidth requirements are the following:

1. Market participant facing applications processing random market participant data submissions and data query requests by writing to or reading from Oracle database
2. Market clearing applications (SCUC, SCED) writing to and reading from Oracle as markets open and close

3. Data received from other ERCOT systems and stored for immediate processing or archived for historical purposes

4. Data processed and readied for transfer to other ERCOT systems.

To provide I/O workload separation between these different types of applications, the MMS will use different sets of disk-spindles supporting multiple operational database schemas. The disks will be in RAID 0/1 for a high performance configuration and in RAID 5 where lower performance can be tolerated. The expected data volume for the operational database is about 1 to 2 GB per day. We estimate a storage requirement of about 1 TB per year. The storage array will have dual controllers for redundancy and will have at least 1 GB of battery-backed cache on each controller. The SAN speed will be at least 4 Gbps.

3.5. Licensing Requirements

Licenses are required for the following third party software components:

· Oracle Database 10g Enterprise Edition

· Oracle RAC Option

· Oracle Partitioning Option

· IBM Fortran Compiler

· IBM C++ Compiler

· C-Plex

· Jboss Application Server 4.0

· Sybase PowerDesigner DataArchitect v11.0 Complete package 1 seat CD WIN ENG

· Sun Java System Directory Server Enterprise Edition License, Windows

· Sun ONE Web Server

· Yasu Technologies QuickRules Engine Runtime
4. Supplemental Specifications

The Supplemental Specifications capture the implementation details for system requirements that are not readily captured in the functional use cases. Such requirements include: 

· Legal and regulatory requirements, including application standards. 

· Quality attributes of the system to be built, including usability, reliability, performance, and supportability requirements. 

· Other requirements such as operating systems and environments, compatibility requirements, and design constraints.
4.1. Performance Requirements

Performance requirements are expressed in terms of:

· Peak and Average Load – The maximum and average load on the system, expressed in either users or transactions.

· Response/Completion Time – The expected response or completion time during the peak and average load.

Areas of the solution where special performance requirements are expected and its strategy for mitigating these risks shall be described.

Minimum Market Submission Loading and Response/Completion Time:

· Peak Loading: 800 transactions every 5 minutes, 3 KB of data (headers/overhead excluded)

· Response/completion time for each transaction is 3 seconds.

· Business Process Completion Time (Reading data, various number crunching processes, writing results into databases)

· RUC (WRUC): 3 hours

· ASIC: 15 minutes

· SFT: 3 seconds for the evaluation of 3000 contingencies per Option – the overall elapsed time will depend on the number of options.

· POD: 5 minutes

· DAMC: 15 minutes

· SASM: 5 minutes

· RUC (DRUC and HRUC): 15 minutes

· SCED: 20 seconds
4.2. Scalability Requirements

The MMS shown below in Figure 13 is based on an n-tiered architecture. It will use a combination of multi-threaded applications and static load balanced applications to achieve Application Tier scalability. Database tier scalability will be provided by using Oracle 10g RAC as the primary data repository and the presentation tier scalability will be provided by dynamic load balancing across web server farms using third party software and hardware appliances. The client tier is deployable on any standard web browser. This architecture will allow the Market Management Systems to scale very efficiently and meet the performance requirements of Market Operation Systems.
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Figure 13 ABB Market Manager Tiers

4.3. Legal and Regulatory Requirements

The MMS will conform to the ERCOT Nodal Protocols – Section 3: Management Activities for the ERCOT system, May 5, 2006.
4.4. System and Communication Requirements

A user interface as well as a programmatic interface will be provided for QSEs to interact with the MMS. Three channels of communication (web page forms, XML file upload/download, and Web Services) are supported by the Market Participant Interface (MPI). All three channels use uniform web service as the core allowing the same PKI authentication, encryption, authorization, and business rules validation to be applied to data submitted via different channels. A web based graphical user interface will be provided to ERCOT Operators. The networks and links will use TCP/IP as a protocol to transfer data. HTTPS will be used for secure communication between the web server and the web clients.

The connection between the primary and remote site will need to be redundant and at least 34 Mbps links.

ISP service will need to be provided for the Market Participant Interface. ERCOT has not yet specified the need for a redundant link.

4.5. Daylight Saving Time Requirements

The system will be structured for handling Daylight Saving Time (DST) and leap year changes. Displays will be automatically adjusted to accommodate Daylight Saving Time. On a short day, only twenty three (23) hours will be shown; on a long day, twenty five (25) hours will be shown. Calculation of totals and other quantities will be such that no data is lost on either long or short days.

4.6. Simulation Time Support Requirements

The system will provide the ability to run the market applications in real time as well as in simulated time without changing the system time. The application sequences will use the simulated time when running in simulation time mode. Calculation of results will be such that the data available for the simulated time is used.
4.7. System Security Requirements

The system will provide PKI based security using a digital certificate for authentication. The system will provide for a centralized mechanism for maintaining user accounts and authorization information based on the LDAP. The system will provide built-in Cyber Security. HTTPS will be used for secure communication between the web server and the web clients. Hard-coded IP addresses and host files will not be used. The Application will be able to move from one server to another without a required code change (will be portable). There will not be any hard coding of accounts or passwords. The system will comply with ERCOT security standards.
4.8. Back up and Recovery Requirements

In order to provide high availability and permit recovery from various disaster scenarios, the following are included in the design:

· A redundant high availability Oracle database configuration with the use of Real-Time Application Clusters (RAC) to provide high availability.

· The Oracle database is run in the ARCHIVELOG mode to permit recovery in the event of media failure.

· Periodic online backups are taken that store backed up database copies on media separate from those that contain the online database files.

· Periodic backups of the above periodic backups to removable media that can be taken offsite to support recovery from total system or site disasters.

If ERCOT decides to establish a disaster recovery site, additional steps would be required to establish an inter-site data synchronization strategy. For example, Oracle Data Guard is a candidate mechanism for synchronizing data between the redundant main site and servers at a remote site.
4.9. Availability and Redundancy Requirements

The Market Manager platform is a multi tier system. In order to minimize the impact of a given irrecoverable failure, failover capabilities will be localized to each tier. Only the tier which is having an irrecoverable fault shall be required to failover, while other tiers can continue operating as before. For each tier, there will be two types of failover: Within-Site (A/B failover) and Between-Site (A/C failover), which is failover between primary and backup sites. ABB market systems shall meet 99.95% availability requirements as part of customer acceptance tests. 

Web Server Tier Failover - 

Web Servers will be managed as server farms with geographical load-balancing/failover using load balancing network appliances. ABB typically proposes the Coyote Point Equalizer product for reasons of economy but an enterprise class product such as the CISCO Distributed Director may also be used. Because of the use of geographic load balancers, there is no difference between A/B (within site) and A/C (between sites) failover. If the ISP connections to both sites can be load balanced at the source, there will be almost no downtime in this failover since stateless sessions are used.
Application Tier Failover -

The Guardian and Procmon programs will be provided for automated management of application failover. The Guardian program uses a middleware messaging system to provide system-level (A/B) failover, and to start and stop the Procmon program. The Procmon program starts applications on a single server and monitors the state of the applications that it starts and can restart applications that terminate unexpectedly, and stop and restart applications that are not responding. In addition, if Procmon determines that a server is not viable (for example, it is constantly restarting failed processes), it can institute a failover to another server through the Guardian program.

Information about all applications scheduled to run will be stored in the main Oracle database. This database is maintained across processors (using Oracle 10gRAC) or site failover (using Oracle Data Guard). After an application has run successfully for a given scheduled time, the database entry for that time is marked. After a failover, the master control program will be run on the new primary processor, and the scheduling of all unfinished jobs is resumed. Jobs that are past due are run immediately. However, jobs dependent on the results of other jobs will not run until the preceding jobs have been completed.

Each site will have its own Guardian program. The two or more Guardian programs communicate heart-beats across the middleware and decide who is the currently online Guardian. If the current online Guardian fails, the Guardian in a different site will re-start the applications after a predefined period of observation. 

Database Server Tier Failover -

A/B Database Failover will be managed by the Oracle RAC. If Oracle RAC is run in load balance mode, it is possible to switch an application session from the failed database node to another database node within 5 seconds. However, sessions that are transparently switched from one live node to the other may need to rollback their transactions and this can take time depending on the amount of rollback. In some cases, it will be more efficient to create a new session and restart the application. Oracle Data Guard will be used to achieve between site-(A/C) failover. 
Hardware and Device Availability -

Clustered servers, redundant network equipment and redundant LAN's and SAN's will be used for maintaining high availability. The equipment proposed for MMS have been known for very high MTBF.

4.10. Maintainability Requirements

The MMS will provide for easy maintenance. Since regulatory and business requirements are bound to change, the system is designed in a manner that the modification of business rules will be as easy as possible. The system will lend itself to easy additions and modifications to the user interface, as operational requirements are also subject to change. The MOI displays can be updated on a live system and hot deployed on the server for access by all users using the Market Manager Display Editor.
4.11. Training and Documentation Requirements

Since the staff of both Market Participants and ERCOT Market Operators evolves over time, ERCOT needs to be self sufficient in their ability to implement an ongoing User Training Program. In response to this need, user-level training for the MMS follows a “Train-the-Trainer” philosophy. As such, user-level training will be provided to ERCOT with the goal of empowering ERCOT trainers to implement their user-level training program.

Internals training will also provided to ERCOT to enable ERCOT to eventually take over the maintenance of the MMS.

The MMS will include the following comprehensive set of documentation:

· Software Requirements Specification

· Conceptual System Design

· Detailed System Design

· Data Model Definition

· User’s Guide

· Documentation for the underlying Market Infrastructure software

4.12. Usability Requirements

The MMS is designed and will be built to meet the requirements of the Texas Nodal Protocols and other requirements that have been included into this document. In addition, the user interfaces will follow ERCOT guidelines on screen layout, menu structures, and other screen design factors.

Data entry actions that require significant processing time prior to display update will indicate to the user that processing is in progress. The user experience will not be impaired by the solution responsiveness. Users will not be left unsure whether the system is processing normally, waiting for input (from the current user or any other roles that must interact with the user’s task) or otherwise in a locked up or frozen situation. The solution allows for multiple users to simultaneously view the same information.

Appendix
ASIC: Ancillary Services Insufficiency Check

ASOC: Ancillary Services Obligation Calculation

CM: Credit Monitoring

CRR: Congestion Revenue Rights

DAMC: Day-Ahead Market Clearing

DAM: Day-Ahead Market

DRUC: Day-Ahead Reliability Unit Commitment

EMS: Energy Management System

ETAG: Transaction Tagging

GEN: Generation
HRUC: Hourly Reliability Unit Commitment

MI: Market Infrastructure

MTLF: Mid-Term Load Forecast

NMMS: Network Model Management System

OS: Outage Scheduler

POD: PTP Options Deration

QSE: Qualified Scheduling Entity

REG: Registration

RMR: Reliability Must Run Generators

SASM: Supplemental Ancillary Services Market

SCED: Real-Time Security Constrained Unit Commitment

SE: State Estimator

SFT: Simultaneous Feasibility Test

STL: Settlement
TCM: Transmission Constraint Monitor

WRUC: Weekly Reliability Unit Commitment [image: image21.emf] 
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